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Abstract:

An infrared (IR) wireless network standard called Advanced Infrared (Alr) was proposed in April
1997. The new standard provides a dynamic tradeoff between bit rate and transmission range by
employing four-slot pulse-position modulation with variable-rate repetition coding. At the media-
access control (MAC) layer, carrier-sensing multiple access/collision avoidance (CSMA/CA) is uti-
lized. To prevent collisions in case of hidden terminals, request-to-send and clear-to-send (RTS/CTS)
packets are exchanged to reserve the channel. To insure that RTS/CTS exchange works reliably, it is
necessary to maintain reciprocity, which means that the signal-to-noise ratio is symmetric between
each pair of transceivers. In practice, however, reciprocity can be violated, due to poor transceiver
design, manufacturing tolerances, or ambient light noise. We use a layered simulation approach to
investigate the impact of non-reciprocity on the performance of IR wireless LANs. A physical-layer
simulator models signal and noise reception, yielding values of the signal-to-noise ratio and signal-to-
interference ratio in each receiver. Theoretical expressions for the error probability of RC-PPM,
including the effect of co-channel interference, are used to obtain the probability of successful packet
transmission and carrier sensing. A custom discrete-event simulator is used to simulate generation
and transmission of packets in the LAN. Studying the example of Alr in detail, we show that non-rec-
iprocity can substantially reduce throughput and increase unfairness.

This work was supported by National Science Foundation ECS-9710065, the Sharp Corporation, and
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[. Introduction

The popularity of portable information appliances, such as notebook computers and personal dig-
ital assistants, has stimulated research and development aimed at low-cost, high-bandwidth wireless
local-area networks (LANS). Infrared (IR) radiation [1],[2] offers several advantages over the tradi-
tional radio medium. Since the IR spectrum is not regulated worldwide, IR offers a virtually unlimited
bandwidth. IR radiation does not penetrate walls, permitting the same spectrum to be used in all
rooms, leading to a potentially huge aggregate network capacity. IR emitters and detectors are avail-
able at low cost. An IR link employing intensity modulation with direct detection (IM/DD) does not
suffer from multipath fading, simplifying receiver design. IR does have several drawbacks, however.
Communication from one room to another requires installation of IR access points interconnected via
a wired backbone. In many environments, intense ambient light induces noise in IR receivers. In an
IM/DD link, the receiver electrical signal-to-noise ratio (SNR) is proportional to the square of the
received power. Hence, IR links must often transmit at relatively high power levels, and operate over
a relatively limited range. Nonetheless, the commercial prospects for high-bandwidth infrared sys-

tems appear to be good.

Over the past five years, the Infrared Data Association (IrDA) has established standards [3]-[5]
for short range, half-duplex line-of-sight (LOS) links operating at bit rates up to 4 Mbps. To date, the
design of IrDA-standard transceivers has emphasized low cost and low power consumption. Current
IrDA standards [3]-[5] describe directional transmitters and short-range, half-duplex, point-to-point
links, and make no provision for multiple-access use of the IR medium. In view of this, Hewlett-
Packard Company and IBM Corporation are currently collaborating on a new proposed IR standard
called Advanced Infrared (Alr). As of this writing, both the Alr Physical Layer (Alr-IrPHY) and the
Media-Access Control (IrMAC) Layer Specifications have been documented [6],[7], and are awaiting

comment by IrDA members.

Alr-IrPHY [6] employs four-slot pulse-position modulation with variable-rate repetition coding
(4-PPM/VR) to achieve a dynamic tradeoff between transmission range and bit rate. The basic bit rate
is 4 Mbps, and the repetition rate ranges from 1 to 16, corresponding to bit rates between 4 Mbps and
250 kbps. In Alr-IrPHY, the receiver estimates the SNR and informs the transmitter of the bit rate that

can be supported.

IrMAC [7] provides for multi-access, peer-to-peer communication by using carrier-sensing mul-

tiple access with collision avoidance (CSMA/CA). In a multi-access wireless network, since each
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transceiver cannot generally receive from, nor even detect the presence of every other transceiver,
carrier sensing alone cannot adequately regulate media access to prevent collisions at the receivers.
This is the well-known “hidden terminal problem”. In order to alleviate this problem, IrMAC utilizes

a channel-reservation scheme based on the exchange of request-to-send and clear-to-send (RTS/CTS)

packets [8], as illustrated by Fig. 1.

The effectiveness of RTS/CTS exchange in alleviating the hidden terminal problem depends on
certain physical-layer properties being satisfied, including (a) the capability to reliably transmit
packet headers over an extended range, and (b) the achievement of channel reciprocity, which means
that the SNR between all transceivers is pairwise symmetric. In Alr, condition (a) is satisfied by using
16-fold repetition encoding on all packet headers. Satisfying condition (b) may prove more difficult,
however. Deviations from reciprocity can be introduced by poor transceiver design or excessively
large manufacturing tolerances. More fundamentally, different ambient light levels at various receiver

locations lead to different shot-noise levels, upsetting reciprocity.

Experimental measurements of the effect of non-reciprocity on packet reception are presented in
[6]. To our knowledge, however, work to date has not provided a detailed analytical framework in
which to study the effects of non-reciprocity, nor has it addressed the impact of non-reciprocity on the
throughput of an entire realistic LAN. This report studies non-reciprocity via analysis and simulation
of the entire Alr network. We provide a detailed analysis of the physical layer and incorporate the
physical layer model into the MAC layer network simulations to produce realistic results. The simula-
tion flow employed in this report is shown in Fig. 2. Through the physical layer simulator, the SNR
and SIR of the transceivers as well as the required repetition rate (RR) are estimated according to the
transceiver design and physical configuration of an IR LAN. The SNR, SIR and RR are then used to
calculate the frame-error rate, employing the theoretical expressions for error probability derived
from the analysis of the physical layer. This methodology provides realistic input to the discrete-event
MAC layer simulations. The network throughput is finally compared with different transceiver con-
figurations to find out the effect of non-reciprocity on network performance. Five network configura-
tions are carefully chosen to illustrate the impact of non-reciprocity under different LAN

environments.

The remainder of this report is organized as follows. In Section I, we describe infrared channels
and derive the conditions for channel reciprocity. In Section Ill, we describe our modeling and anal-

ysis of the physical layer. In Section 1V, we explain the interface between the physical layer simula-



Effect of Non-Reciprocity on Infrared Wireless Local-Area Networks 3 of 62

tion and the MAC layer simulation, and describe the MAC layer simulation itself. In Section V, the
physical layer simulation experiments and the simulation results are presented. The effect of non-rec-
iprocity is discussed, and transceiver design recommendations are given. Conclusions are given in

Section VI.

ll. Infrared Channels and Channel Reciprocity

A. Link Configuration
Infrared links are commonly classified according to two criteria, namely, degree of directionality

of the transmitter and receiver and whether the link relies upon the existence of a line-of-sight (LOS)
path between them. Fig. 3 shows this classification scheme. Directed links employ narrow field-of-
view (FOV) transceivers that must be aimed in order to establish a communication link, while non-
directed links employ wide FOV transceivers that alleviate the need for such positioning. LOS links
rely upon a direct path between the transmitter and receiver for communication, whereas non-LOS
links usually rely upon reflection of the light from the ceiling or some other diffusely reflecting sur-
face. In general, directed links and LOS links minimize path loss and maximize power efficiency, and
they can achieve higher transmission rates. However, they are less robust and less convenient to use.
While suffering from lower transmission rates, non-directed and non-LOS links increase robustness
and ease of use, allowing high user mobility and the links to operate even when there are barriers

between the transmitter and the receiver.

B. Intensity Modulation/Direct Detection Channel Model
For a low cost infrared wireless system, the most viable modulation is intensity modulation (IM),

in which the desired waveform is modulated onto the instantaneous power of the carrier; the most
practical down-conversion technique is direct detection (DD), in which a photodetector produces a
current proportional to the received instantaneous powetHg] 4 shows the modeling of infrared

channels with IM/DD. The model of an IM/DD channel [2] is represented by
Y(1) = RX(1t) Oh(t)+N(1) (1)

where[] denotes convolution aftl  represents the receiver responsivity. The transmitted waveform
X(t) is the instantaneous optical power of the transmitter, while the received wavafidm is the
instantaneous current in the photodetector of the recelN@. is modeled as Gaussian noise inde-
pendent ofX(t) . The average transmitted power is givenRy= lim 2—1T£TX(t)dt , and the

T- x
average received optical power is given By= H(0)P, , WhE@®) = J’:o h(t)dt is the channel
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d.c. gain.AssumindN(t) is dominated by a white Gaussian component having double-sided power

spectral densit\N, , we define the receiver electrical signal-to-noise ratio (SNR) as

R2P

N,B

(o]

N

SNR=

(2)

whereB is the receiver noise bandwidth. When the link uses PPM with chip (time slot) duf&tion

the SNR becomes:

<, (3)

C. Channel Reciprocity
To facilitate the discussion of the requirement of channel reciprocity, we first define a coordinate

system as shown in Fig. 6. Using this notation, any arbitrary direction with respect (8 thens-
ceiver can be specified by the spherical polar coordin&@esj and the symmetry axis of the trans-
ceiver is simply denoted by (0, 0). IR channel reciprocity is defined as the property that any pair of
transceivers, irrespective of their distance and angular orientation, mutually exhibit a similar link

quality in both transmission directions. To achieve this, pairwise SNRs have to be symmetric, i.e.,

SNR; = SNR, Oi #] (4)
where SNR‘- is the SNR achieved by receiyewhen transmitter is active. For a LOS link, the
received power at receivgwhen transmitter is transmitting is given by

P = i (65, ©)Aesr (6, @)

1) 2

()

wherel; is the time-average radiant intensity of the transmifg, j is the effective area of the
receiver, andl; is the separation. Using (2), (4) and (5), the requirement for channel reciprocity for

any usei is found to be

RiA (6, @) 1

= K (constant, independent qff,, (6)
,—No’i [ii(eia(p') ( p 1 q}|)
whereR,; is the responsivity of the photodetector ahd, is the two-sided noise power spectral den-

sity. Note that the first factor is the property of the receiver while the second factor is the property of
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the transmitter. As suggested by Alr-IrPHY [6], the channel reciprocity requirement can be conve-
niently broken down into two independent requirements, optical parity and system parity, by which

simple transceiver design guidelines can be derived.

Optical parity refers to the transceivers having an approximate angular match of their emission

and reception characteristics over all emission or reception angles. It requires that

(6, @) _ Ae (61 @)

:0,0)  Ag (0, 0) 10;, @ 0

For LOS transmissions, this requirement is reduced to apply only to angular directions within the hor-

izontal plane corresponding to the normal usage of the device [7].

System parity requires that for any usethe magnitude of the radiant intensity emitted in the
direction of the symmetry axis and the required magnitude of the average signal irradiance incident in

the direction of the symmetry axis for achieving a given BER are in a constant relationship, i.e.,

RiAeff,i(O’ 0) 1 _
N, 100

This implies that more powerful transmitters must be accompanied by more sensitive receivers. Note

K (8)

that since the shot noise varies with respect to the location in an indoor environment, it is difficult to
design transceivers that agree with (8) in general. When ambient light is prégent, IS approxi-
mated by only considering the thermal noise. Now consider one particular transceiver design when all
transceivers in the system are the same and the transmitter and the receiver both point directly at each
other. Both receivers must achieve the minimum required S8SIRR;;,) at the maximum range

(dmay- The system parity requirement is then expressed as

1.(0,0) = d__(R,SNR ) *K™? )

RA_: (0, 0
A, i ( ): dmax(RbSNRnin)l/4Kl/2 (10
/\/No,i

These are sufficient to fully specify the transmitted power and the receiver sensitivity. The constant
K1is chosen globally for all the transceiver types. Equation (9) and (10) show that theKaigehe

less powerful the transmitter and the more sensitive the receiver will be.

L-Our constank is related to the definition of system parity in [6] B¢ = 16(,/SNR,;\R,)/ (I,E;) 1,.andEgare
terminologies presented in [6] and will not be defined in this report to avoid confusion.
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[ll. Physical Layer Modeling and Analysis
In regard to the simulation flow shown in Fig. 2, this section introduces the physical layer simula-
tions and gives a detailed account of the derivation of the theoretical expressions of the error proba-

bility. The MAC layer simulations are described in Section IV.
A. Modulation and Encoding

The Alr physical layer employs four-slot Pulse Position Modulation (4-PPM) as the modulation
scheme. PPM is an orthogonal modulation technique that offers a decrease in required average power
as compared to On-Off Keying (OOK). 4-PPM utilizes four symbols, each consisting of four time
slots. We would refer each time slot as chips. The chip pefigds 1/4 of the symbol periodl,,, A
constant power #, is transmitted during one of these chips (which represents logical ‘one’) and zero
power is transmitted during the remaining three chips (which represent logical ‘zero’). Since there are
four different symbols, each symbol encodes two bits of information, and the relationship between bit
rate,R,, andT; is given by T, = 1/(2R,) . Waveforms of 4-PPM are shown in Fig. 5. In the rest of
the report, we will represent 4-PPM symbols as logical ones and zeros. This representation and the

corresponding data bit pair mapping in shown in Table 1.

To enhance the flexibility of 4-PPM, variable repetition encoding (VR) is provided as a means of
trade-off between data rate and transmission range. Using variable repetition encoding, each symbol
is repeatedRRtimes to make a block dRRsymbols, wherdRRis the repetition rate. The resulting
redundancy improves the probability of correctly decoding a symbol at the receiver. We will derive its
effect in Section IlI-F. The advantage of VR is that it allows a virtual bandwidth reduction without
having to physically change the receiver bandwidth. As a result, a simple and optimal receiver
matched to the base data rate of 4 Mbps can be implemented. Table 2 illustrates the trade-off between

data rate and transmission range.

B. Transceiver Designs
We model the emission of the transmitters by assuming an axially symmetric radiation pattern and

a generalized Lambertian radiant intensity. For a LOS link, the radiant intensity of a transmitting ele-
ment tilted at anglef,,, @y, is related to the average transmitted poRgby [9]

Pirl+1
lim(Q) = ﬁ[ﬁ-}cos'aim (11)
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whereq;., is defined in Fig. 6M is the number of transmitting elements, dmglthe Lambertian order
of the transmitter, related to the half angle at half Mradiant intensity, , , ; , by

| = =In2/In(cos,,, ;). The total radiant intensity i§(6;,, @) = 5 I, (a;p)
m=1
We assume the receivers employ an optical concentrator with a cutoff @pgle at which the

effective area goes to zero. An idealized non-imaging optical concentrator [10] having an internal
refractive indexN, achieves a gain a§(B;,) = N,°/sin’B, ; fob< P, <B.; .whefl, s defined

in Fig. 6. The effective area of a receiving element is therefore given by

H
AT.(B; , , <B.<B.
Atin(Bip) = 01 Pn)(Pin) €03in, 0= Bin = e (12
|:| Ol Bln > BC, i
O
where A is the area of one detector elemeiit([3;,) is the signal transmission of the filter, and

a(B,) is theN optical concentrator gain. Similarly, the overall effective area is
Aerti(0 @) = Y Agtrin(Bin)-

Using thesen t_rallnsceiver models, five classes of implementation examples (Classes A, B, C, D and
E) that achieve optical and system parity are given in Table 3. In particular, the classes with multiple-
element transmitters (Classes D, E) only maintain optical parity in the 1pllsusuteincludes all the axes
of the transmitting elements. The transmitting configurations for Class D and Class E are shown in
Fig. 7. To help illustrate the effect of non-reciprocity, we also introduce an example of optical parity

violation (Class O) and an example of system parity violation (Class S).

Based on the system requirement of2IBER at 4 Mbps in a 4-m LOS link, as stated in the spec-
ification [6], we found the required SNR to be 9.33 dB (from which the condanan be deter-
mined) from the theoretical symbol error probability derived in Section IlI-F. The values of the
parameters in Table 3 are then calculated using (9), (10), (11), (12), where the noise power spectral

densityN, is calculated using expressions given in Section IlI-C.

C. Modeling Noise and Channel Gains
The two-sided total noise power spectral density has a shot noise component and a thermal noise

component, and is given bM, = Ngpoi+ Nipermal

L This is referred as “horizontal” plane in [7] by assuming the IR devices are normally used horizontally.
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For our physical layer simulations, we model the LAN environment as a room with dimensions
10 mx 6 mx 3 m as in [12]. The ceiling height is 3 m. There are eight tungsten floodlights mounted

on the ceiling, as shown in Fig. 8. The d.c. current is given by

cost,
lye = S RTSA)\ISk(x, y) D? [A (B, dxdy

6 surfaces Fr

|
(llamp* 1) cosa
+ z A)\plamp[I arg;-[ O dzwmeff(Bw)

lamp w

(13)

where§(x,y) is the spectral radiant emittance emitted>ay) of surfacek, o, is the angle between

the axis of the transmitting elemekiand the receiver-transmitter lin@,  is the angle between the
axis of the receiving elememtand the transmitter-receiver linB,is the receiver responsivity is

the receiver filter transmission coefficient, af\A is the bandwidth of the filter. The six surfaces cor-
respond to the walls, ceiling, floor and window of the room. The valu&k(@fy) for each surface and

Plamp are specified in Fig. 8. For a silicon photodiode with a RG-780 optical longpass filter com-
monly used in IrDA receivers, we use = 0.5A/W T, = 1 aAd = 282.73nm  according to the
photodiode responsivity and filter transmission characteristics [2]. The two-sided power spectral den-

sity of the shot noise is given by
I\Ishot = qldc (14)

In general, thermal noise consists of a white component and a component proportional to the
square of the frequency. Thi€  noise component is proportional to the square of the capacitance of
the receiver. The receiver detector areas of our implementation examples in Table 3 are fairly small,
which in turn gives small receiver capacitances. Consequentlyfzthe noise component becomes
negligible compared to the white component. To simplify the model, it is justified to consider thermal
noise as white. Assuming an op-amp is used to amplify the photocurrent at the receiver, the two sided
thermal noise power spectral density is given by

I\Ithermal = iﬁ + e_zn + zRﬂ- (15)
RF F
whereiﬁ is the op-amp current noisﬁ, Is the op-amp voltage roisehe Boltzmann constarnt,
is the absolute temperature, aRgd Is the feedback resistance. The amplifier circuitry is illustrated in

Fig. 9. To keep the thermal noise as small as possible, the feedback resistance should be as large as
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possible. The value of the feedback resistance is limited by both the bandwidth of the amplifier and
the voltage supply to the amplifier. First, we notice that the amplifier is also a lowpass filter, with

3 dB cutoff frequency given by

f, = A
° 2T[(Cin + Cdet) RF

(16)

whereA,, is the open-loop voltage gain of the op-a@p,is the input capacitance of the op-amp, and
Cget IS the capacitance of the photodetector. As stated in the next sub-section, the receiver employs a
chip-by-chip demodulation scheme, which requifgs= 2R, . The maximum allowable feedback

resistance is then given by

A

\

R =
Fmax AT(Ci, + CyepRy

(17)

Second, we want to make sure that the op-amp is not saturated by the photocurrent produced by the

background light, i.eV. > 1,.R- , wher€, isthe supply voltage to the op-amp. Therefore,

Vv

v S 4
’ J
4T[(Cin + Cdet)Rb Idcmax

Remax = min{ (18)

The maximum d.c. current]y.,.x » can be estimated by (13). Usihg= 3V A, = 1400 ,

iﬁ = 2.56x 10°*A%/Hz, eﬁ = 1.18x 10"°V?/Hz and a capacitance df9x 10°F/m”  per unit

area of the detector, we estimate a valueldl x 10_24A2/ Hz for the two-sided thermal noise

power spectral density.

For a given choice of transceiver designs and transceiver locations within the room (these user
configurations are specified in Section V-A), we compute the received signal pdyetsaking
account of the LOS contribution given by (5), and of non-LOS contributions arising from up to three
bounces off of the walls, ceiling, floor and window. The non-LOS components are computed using
‘IrSim’, a program that implements the multipath channel simulation technique described in [11].

‘IrSim’ uses the diffuse reflectivities of the various room surfaces, which are described in Fig. 8.

D. Demodulation
A unit-energy matched filter shown in Fig. 10 is employed at the receiver to perform chip-by-chip

demodulation of the 4-PPM signal. The incoming desired signal and the interfering signal are
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summed together with additive white Gaussian noise with a two-sided power spectral dgjsity
After passing through the matched filter, the received signal is sampled at each chip period. The

received sample is given by
Mk = gkt lik+ N (19)

wherer, | is the desired signal component, is the interfering signal componem,and s the
sampled value of the noise. Since Alr uses a collision avoidance protocol in the MAC layer [7], the

chances of having a nearby interferer is very small, and most interfering signals would be coming
from users who are far away from an established communication link. We argue that we can provide a
reasonably accurate model by considering only the strongest interferer, i.e., we will only consider one

interfering signal in our analysis. Using this argument, the signal components in (19) are given by

rd’ k‘SdYkzl = 4de lT , rd’ k‘SdYkzo = O (20)
— T TC_TD
Fik = 4Rpi«/Tc%i,k—1DT—+si,k T o (21)
Cc Cc

where s3 and s are the information sequences of the desired and interfering signal,
S, ko S k 0{0 21 . Py andP; are the average power of the received desired and interfering signal
respectivelyx is the delay of the interfering signal with respect to the start of frame of the desired
signal, and is uniformly distributed from zero to the chip peri®d, The relationship between the
desired signal and the interfering signal is illustrated by Fig. 11. Since a unit-energy matched filter is
used, the noise component has a zero-mean Gaussian distribution with vadt8g

Exact calculation of the symbol-error probability requires the consideration of the correlated
nature of the interference. To simplify the calculation, we neglect this correlated nature and reduce the
effect of noise and interference to a discrete memoryless channel characterized by chip-error proba-
bilities pg; andp, . Calculation ofpy; andp;grequires taking into account the marginal probabilities
of the joint occurrences of,  _, amg, , whichis dependenRéf) the repetition rate of the inter-
fering signal. LetP(s ,_;, s RR) be this marginal probability as a functionRR. As RR
increases, there exists more correlation between neighboring chips and the approximation of a dis-
crete memoryless channel becomes less accurate. Nevertheless, we will later justify the validity of

this approximation. For a repetition encoded symbol withRR} chip positions, let
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Pi(S k-1 Sk RR) be the probability of having; , _;

at positignfollowed by s; , at position

j+1 given positionj is s, _;. We observe that fol<j<4RR -1 Pj(O, ORR) =2/3 ,

P(0,LRR) = 2/3, P(L0RR)=1 and

P(LLRR) =0. For j=4RR,

P;(0,0,RR) = 3/4, P,(0,0,RR) = 1/4, P,(0, 0,RR) = 3/4 andP,(0, 0,RR) = 1/4 . Then

the marginal probabilitie®(s , _;, S  RR) are given by
4RR
P(0.0,RR) = 30— 05 P(0,0,RR) = 22"k +1
Y R_44RF§J§11 ORR) = SRR
4RR
P(0,LRR) = 30105 P(0, ,RR) = "R 1
(”R)_44RF§,zlj(”R)_64—I?F§
J:
4RR
P(LORR) = Y01 0y P (0, LRR) = "R 1
(,,R)—44RR21;(”F§)—64—RR
4RR
1.1 _ 1
P(1, L RR) = 2 D‘ﬁ Dj;lpj(l, 1,RR) = _64RR (22)
Using these marginal probabilities, the received sample is calculated to be
U
32RR +1
. 4R [TP +n, SRR + 1
g 64RR
U T,-T 16RR -1
0 c [ 16RR -1
) 5 4R [TPy P O T, 0" 64RR
R _1-5 w.p. J6RR -1 (23)
d, k — T |:| -
4R /T + P +n _
% «/T:B:)d 'DT_CD k 64RR
= 1
E 4R [T(Py+P;) +ny _64RR
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O
0 32RR +1
O Ny —=
0 64RR
[ T.—1 _
0 4R /TP, F=—+n, 16RR —1
” -0 Te w.p 64RR (24)
Sy =0 —
Y7 g 4R/TROC+n, 1oRR 1
0 c 64RR
O
1
] + =
J ARJTPi+ny 5IRR
O

E. Chip-Error Probabilities
To simplify the implementation, chip-by-chip hard decision decoding (as opposed to soft decision

decoding) is performed on the received samples. A threshdkl chosen such that if a received
sample is greater than the threshold, it is decoded as a ‘one’ chip; otherwise, it is decoded as a ‘zero’
chip. Since the probability distribution of the magnitude of the received sample is a sum of four Gaus-
sian distributions, the optimal threshold is analytically intractable. We have to rely on some heuristic
choices and compare their performances. We chnese be the center of the maximum eye-opening
andn; to be the mid-point between the expected sampled value vejgn= 1 and that when
sq¢, k = 0. Next, by considering the fact that any sampled values greater than the minimum sampled
value forsy , = 1 are going to help the decision of estimating the received chip to be ipfis,
chosen to be the mid-point between the minimum sampled value whers 1 and the expected

sampled value wheg; = 0 . These thresholds are given by

=1 Ot mi O -
1 = 3| ekt g, 0 Mk, i = 2P+ PORT, (25)
_1 0
2~ ZEE[rd’ k‘sd, K= J * E[rd’ k‘sd,kz OJ E_ (2Pg + Pi)R«/TC (26)
_ 10 O a_
N3 = ZEmln%d, k‘sdy - 0t E[rd, k‘sd,kz o} E— (2P4+0.5P)R, /T, 27)

For a general thresholg, recallingny is Gaussian, the chip-error probabilities are calculated by inte-

grating the tails of the Gaussian distributions of the received sample. They are given by
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_32RR+1 nn o, 6RR-1 0 - 4R, [T.P; —T)/TCE+
Po1 = T6arR DfD 64RR N, 0

16RR — 1QEn 4R [TP, O/TO 1 Q@ ~ 4R TP
+
64RR N, 0 64RR N, O

(28)
32RR+1 MR /TP,—n0 16RR-1 @R /T.(P,+P, OT.-1)/T.)—n0O
P10 = 642 QO ﬁ 40+ 642 QO ﬁ d_i>c L O+
R o0 /N, O R 'O INg O
16RR -1 EﬁlRﬁ(Pd+Pi Et/TC)—r]E+ 1 Q%Rf(Pd+P) r]D
64RR 0 J|\TO 0 64RR 0 J|\TO D 29)

2
where Q(x) = (1/ JET)J’?(O e "2dy . In Section I1I-G, we will show thai, is the best among the
three. Using, as the threshold, the chip-error probabilities are given by

32RR+1

Po; = 6IRR 4SNFg1+ SIR+SIF%+
16RR - 1 D 2(1— 2(T/T ) 17
64RR SNF% +S|Feg1—2TCD +
16RR —1 D 2(1- 2(1/T) 17
' _~QQ@J/4sSN +SIRA — 2=
64RR 2 R+ JSIR i TH

+SIF%

JSIR (30)
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32RR+1
P10 = ~6aRR QH[4SNRAL -

+s|%+

16RR -1 [ 2(1-2(1/Ty))
b M 4SNF%1 SIR%[— —
64RR 0 JSIR *

JSIR

16RR - 1 D 2(1— 2(T/T
5IRR 4SNF%1 smgl

64RR 4SNF%1+ SIR+ sw%

(31)

where SIR, the signal-to-interference ratio, is define®GéR = Fﬁ/ Pi2 . The chip-error probabilities
depend only ofiRR, SNR SIR t andT,. If T is zero, i.e., when all signals are synchronized, the chip-
error probabilities depend only d®R, SNRandSIR In the absence of interference, these expressions

reduce to
P = Py = P = Q(V4SNR (32)

F. Symbol-, Bit-, and Packet-Error Probabilities
As described above, by ignoring the correlation of the interfering chip sequence, we have reduced

the system to a discrete memoryless channel characterizpgg laydp;o. Using this approximation
of the real system, we can derive the symbol-error probabilities in termpg, @ndp, . The decoder
performs a majority voting on all the valid received symbols (symbols with only one *high’ chip) to
estimate the transmitted bit sequence out of the repetition encoded symbols, and can thus correct
errors up to an error weight ®@R;—1 . We will first derive the more simple case of a binary sym-
metric channel wherp,; = p,;, . Then we will generalize the results to a binary asymmetric channel.
1. Symbol-error Probabilities of a Binary Symmetric Channel

The theoretical exact symbol error probability of a binary symmetric channel for a hard decision
decoding system is given by

4Rr%
4RR, -k

Py=1-7% hep (1—p) (33)
k=0
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whereh, is the number of correctable error patterns for weigbtrors andg is the chip-error proba-
bility given by (32). If we letg, be the number of incorrectable error patterns for welgétrors, and
observe that for 4-PPM/VRy, = 0 fok>4RR;—-1 angi = 0 fd<RR, , we can apply the
property of binomial theorem and re-write this expression as
4RR,
K 4RR,—k
Pu= S op(1-p) (34)
k= RR

Consider forRRy = 16, there are 64 chips and thu&* 2lifferent error patterns. Because of the
complexity of the combinatorics involved, it is extremely difficult to find out all the coefficigpts
especially for largé& and largeRRy. Fortunately, for smalp, the summation is dominated by the first

few terms. The expressions fggfor k = RR, andk = RR,+1 are given as follows:

RKy/ 2
RR}! (RRy—2C))
9RR, = 2 > LA H3Uic 20 +lic,= 0l (35)

RKy/ 2—1
RRy! (RR;—2C,— 1)

gRF%+1 = Cz_o (Co+1)!(RR;—2C,—1)!C,!
0=

D\CO (36)
wherel is the indicator function ané{CO is the number of incorrectable error patterns that are gener-
ated solely by permutating the symbols with weight-2 errors when the number of correct symbols in

the repetition coded block 8. Itis found thath, =6A; =27,andc = 18+ 1C, fd€522

A lower bound can be obtained by taking the first two terms of (34) as given above:

Ry

Ry 3RR;-1

RR, 3R RR, +1
Puz0rrP (1-p) *tOrR,+1P (1-p) (37)
Ry Ry

A conservative Union (upper) Bound is obtained by assuming all error patterns with error weights

greater tharRR;—1 are incorrectable. This over-counting gives the expression

4RKy
RRj Kk 4RRy -k
Pus 3 glk %O(l_p) (38)
k= RR,
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By replacing the first two terms of (38) using the coefficients given by (35) and (36), we arrive at a

much tighter upper bound as compared to the Union Bound, expressed as

Ry

R, 3RR;-1

RR, 3R RR,+1
PMSQR%D (1-p) +9R|%+1p (1-p)

4RRy R
T2 gk%%’k(l_p)

k=RR;+2 (39)

4RR, -k

2. Symbol-error Probability of a Binary Asymmetric Channel

The above results can be extended to include the more general case when the communication
channel is asymmetric. The chip-error probabilifigg andp, g are given by (30) and (31). The theo-

retical exact symbol-error probability for a binary asymmetric channel is given by

B (RRy=i +]) i (2RRy*i-J) (RRy—1)
Pu= 3 3 ViPn P1o(1—Poy) (1-pyp)
j=0i=0
3RRy RR; o
(RRy—i+j) j (2RRy+i-j) (RRy—1)
LD} > VYjiPo1 pllo(l_pm) (1-pqp)
j = 2RR,+1i =j —2RR, (40)

wherey; is the number of incorrectable error patterns for weigRR( + ) errors vathors on the
‘one’ chips. Again, the complexity of the combinatorics involved makes it difficult to determine all
theyj's, especially for larg¢ and largeRRy; but the summation is dominated by the first few terms

for smallpg; andpo. The expression foy; for j = 0, 1 are given as follows:

RRy/2

Yoi = Y 8ic, (41)
Co=0

andfori <Cq, ori >RRy—Cq ,a ¢, = 0 whereas fo€,<i<RR;-C, ,

8 c

_ RR; RRy—Co=i + 11 . (RRy—2C)!
o (F&F{j—zco)!(co!)z[3 3e=0 +I{CO”}EKRF%—CO—i)!(i—Co)!} (2

RRy/2-1

Yi = Y DB, (43)
Co=0

and fori <C, ori >RR;-C, ,bi,CO =0 ;fori = Cqy,
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: RR}! RR;—2C,+1 i .
Picy = (RRj—zco—l)!(Cou)!cO![?’ E%D{%w} +'{CO¢0}DE(CO+1)J ; (a4)

for Cy<i <RR;-C,,

_ RR;! RR;—Coy—i (RRy—2C,-1)!
bi,c, = (RRy—2C,—1)!(C, + 1)!IC, [3 He, D(RF{j—CO—i)!(i —Co—1)!

RRy—Cy—i+1 0 (RRy=2C,-1)!
+3 E% |:I{CO=O} + I{Coio}DD(RF{j—CO—i _ 1)|(| _CO)! |:(C:O-i_ 1):|

, (45)

and finally fori = RRy,

RR;

Bico = (RR,—2C,— D)I(Cy + 1)1 Cy ol

(46)

In (45) and (46)’“00 is the number of incorrectable error patterns generated by the weight-2 error
symbols with one of the two errors fixed on a ‘one’ chip, when the number of correct symbols within
the VR-encoded block i€g. g = 3, 4y = 9 andpe = 9+ 6C, forCp=22 .

A lower bound can be obtained by taking only the termg cf O, 1 in (40), which are just
described above. A union (upper) bound is obtained by taking (40) and replacing all the coefficients
yji by the terms given in (47). Similar to the binary symmetric case, this expression over-counts the
number of incorrectable error patterns by assuming all error patterns for any error weights greater

thanRR,—1 are incorrectable.

3RR R,
=0 orRRo
Ui T RR-i+jo0i O ()

A tighter upper bound can be obtained by taking (40) and using the exact valygéoofj = 0, 1

given in (41)-(46) and approximate values jor 1 given in (47). This does not over-count the incor-
rectable error patterns of the dominant (first two) terms. As will be shown in the next sub-section, the
tighter upper bound gives the best estimateAgr Following that subsection, for the remainder of

the report, we use the tighter upper boundRgy:

Since PPM symbols are orthogonal to each other, the bit-error probability of the data is given by

M
2(M—1)

2
Pb = PM = éPM (48)
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whereM is the dimension of the signal space [13]. For 4-PPM, since there are four chips for each

signal, M = 4. For a packet with sizbytes, the packet error probabiliB is given by
4s
P; = 1-(1-Py) (49)

G. Threshold Selection and Verification of Approximate Interference Modeling
We want to optimize the performance of the receiver in terms of symbol error probability by

choosing the right threshold. We compare the three choices (25)-(27) against the numerically deter-
mined optimal threshold at different SNRs and choices tffis found that at high SNRs and when

is close to zero, thresholy, always performs much better thga andns. n, performs better than,

andnsz whent is close to 0.51.. We observed that, is far from optimal when the interfering signal
gives a greater impact on the desired signal, i.e., wihenclose to zero, and averaging the perfor-
mance in different cases, we choapgeas the threshold at the receiver. An illustrative comparison for
the case oRRy=4,RR = 16,SIR= 3 dB witht equals 0.1, 0.2, 0.3 and OT4is shown in Fig. 12.

The verification of our approximation fd?), is performed through Monte-Carlo Simulations, in
which a ‘real-life’ communication channel is modeled and simulated. White Gaussian noise is added
to random chip sequences at the receiver and the chips are decoded to symbols. The decoder then
counts the percentage of correct symbols and estimate the symbol-error probability. Simulations with
different choices of parameterRRy, RR, SNR SIRandT) are performed and the results are com-
pared against the lower bound, the union bound and the tighter upper bound. A rough guideline for
determining the validity of the theoretical expressions is that the discrepancy between theory and sim-
ulations can be compensated by less than 1 dB in SNR. Due to the limitation of computing power, we

can only verify the theoretical derivations up to a symbol error probability of abouit 10

In general, the simulation results agree with the theoretical results & Rand high SIRs. Two
illustrative examples are given in Fig. 13 (a) and (b). The discrepancy increasefRRjttand
becomes more apparent at higiR#y. This is mainly due to the fact that our approximation failed to
capture the effect of correlation between neighboring samples of the interfering signal. However, as
shown in Fig. 13 (c) and (d), the tighter upper bound still gives a good estimate of the symbol error
probability when the interfering signal gives the worst impact (wherD) to the desired signal. The
estimation error increases BR increases, but can still be compensated by less than 1 dB in SNR in
the case oRR = 16. As SIR goes down, the results do not agree very well with the theoretical expres-

sions. Fortunately, these situations rarely occur when the MAC protocol works reliably.
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H. Carrier Sensing
Carrier sensing of the MAC layer is done through the preamble field of a MAC layer frame, of

which the format is shown in Fig. 14. The preamble field consists of 128 repeated transmission of the
4-PPM symbol *1000’. For simplicity, we will assume all the clocks in the network are synchronized
at the chip level. At the receiver, the same matched filter is used to perform chip-by-chip demodula-
tion of the incoming preamble field. At each sampling time, the decoder determines the Hamming
distancedy between the correct preamble codeword (a certain number of syniqlsyould be

used as the correct codeword for this carrier sensing detection) and the incoming frame. The Ham-
ming distance is then compared against a certain threspgldf the Hamming distance between the
codewords is less than the threshold, carrier sensing is detected. We need to find a combimgtion of
andnsto provide reliable carrier sensing down to low SNRs, typically around -9 dB [6]. (The SNR

requirement in the specification is 3 dB. By our definition (2), this is equivalent to -9 dB.)

First, we consider the case when no noise is present. The Hamming distance is zero for the correct
preamble codeword with the correct deldy,s for the all zero (nothing transmitted) codeword,
1.5N for a random data codeword, andNg for the correct preamble codeword with the wrong
delay. When noise is present, the probability distribution of Hamming distance for the different cases
are centered at those values. It appears that the all zero codeword would be the limiting case since its
distribution is closest to the distribution when the correct preamble with the correct delay is present.
Therefore, we can accurately approximate the situation by considering only the detection of the cor-
rect preamble codeword and the all zero codeword. Since the exact analysis of the probability of car-
rier sensing is not as critical as the analysis of the probability of symbol error, we do not include the
effect of interference here and assume a binary symmetric channel with a chip-error prolpability
given by (32).

Let Cﬁ be the correct preamble codeword dnd be the all zero codeword. The probability distri-

bution functions of the Hamming distance wh@g and (i.e. nothing) is transmitted are given by

= N 4N —d
P(dy = dIC) = B edp’a-p) o)
d N N N..—d+ 2k 3N..+d-2k
P(dy=dj0) = 5 DiesDrD "% g _ gy )
k=0

The probability of successful carrier sensing detection and probability of false alarm are given by
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r]CS
P(succesp = 5 P(dy =d|C,) (52)
d=0
r]CS
P(false alarm) = 5 P(d, = d|0) (53)
d=0

We chooséN = 128 andh .= 126 to give a probability of successful carrier sensing detection of
96.8% at SNR =-8 dB. The maximum probability of false alarm is about 3%. This is acceptable
because the main contribution to worse performance is not false carrier sensing detection but failing

to detect the carrier at low SNRs.

IV. MAC Layer Modeling and Simulation

A. MAC Layer Simulation Assumptions
We make certain assumptions to the MAC layer simulations to simplify the simulation process.

They are detailed and justified as follows. First, all users are static. This is justified when we compare
the average time between users movement and the data rate. A considerable amount of data is trans-
mitted each time before any users move and a static setting would suffice in accounting for the effect
of non-reciprocity. Second, we assume that when there is interference, any part of a packet being
interfered is regarded as the whole packet being interfered. This is a fair assumption because incor-
rectable error in any part of a packet is likely to corrupt the whole packet. Third, we assume the
higher layer (not implemented) of the network passes data to the MAC layer in bursts, and the burst
length does not exceed the maximum allowed burst time. This simplifies the functions of the simu-
lator so that no segmentation of data burst is needed. Fourth, each user has an infinite buffer for its
input queue. Although this might be less realistic, we are more concerned about network performance
in terms of throughput, and queue length is one complication we choose to forgo. Finally, we assume
a value of 0.1 ms for the modem turn around time (TAT) and a propagation delay of 30 ns (equivalent

to a transmission distance of ten meters) for all the links.
B. The Physical/MAC Layer Simulations Interface

If all users are static, all communication channels are static as well. The SNRs and SIRs, which
are the determining factors of error probabilities, are not changed throughout the MAC simulation.

That means we could simplify the process of calculating the error probability of each packet during
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simulation by ‘pre-calculating’ them all prior to simulation. This also saves us a lot of computational
power. Using the theoretical expressions we derived in Section IlI-F with the SNRs and the SIRs
obtained from the physical layer simulation, we can determine the repetition rate needed for every
communication link to maintain a BER of T0or below with and without interference. (Of course,

the repetition rate cannot exceed 16, so that some links will fail to achie'@eBH]R.) For the case

when the main body of a data packet is interfered by the main body of another data packet, the repeti-
tion rate for both pairs of transceivers could change dynamically for some time depending on which
pair starts the transmission first. However, the repetition rate is bound to settle down to a stable value
after at most five packets exchange on both pairs (WRRmgoes from one to two, four, eight, and
finally sixteen). To reduce the complexity of the repetition rate and error probability calculation, we
will use the final settled value of repetition rate and apply it to MAC layer simulations whenever an
interference occurs. This could introduce inappropriate repetition rate for a maximum number of
three packets. Compared to tens or hundreds of packets in a data burst, this minor discrepancy is

acceptable. The worst case situation is illustrated in Fig. 15.

Then, using the repetition rate under different conditions and the SNRs and the SIRs, we can cal-
culate all the error probabilities, including the probability of missing carrier sensing detection, the
probability of receiving an erroneous robust header, and the probability of receiving an erroneous
main body. Each category is calculated under three different circumstances: no interference, interfer-
ence by a robust header, and interference by a main body. By ‘pre-calculating’ all of these probabili-
ties, we are able to ‘assign’ an error probability to each part of a packet in the MAC layer simulations.
Upon a packet reception event, a Bernoulli trial of the error probability of that part of the packet is

performed and whether the transmission is successful is determined.

C. Event-driven MAC Simulator
Realistic network simulations are required to investigate the effect of non-reciprocity of the phys-

ical layer on the performance of a multiple access network. Unfortunately, most of the packet-based
network simulators available in the commercial arena and research community fail to address a real-
istic physical layer with appropriate modelings of the transceivers, interference, carrier sensing and
impulse responses of the communication channels. To fully address the above issues of the physical
layer, we wrote a customized MAC layer simulator which provides appropriate parameters for the

modeling of the physical layer.
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The simulator is event-driven, and the simulation time is only updated when an event occurs.
Each event consists of an event time and an event type. When an event occurs, the current simulation
time is updated and according to the event type and the state of the users, new events are generated
which are then put in the event queue with the appropriate event occurrence time. The event queue
begin with nothing but data arrival events from each user. The simulation can be set to finish at cri-

teria such as a specified number of data arrivals and simulation time. Fig. 16 illustrates how it works.

D. The Finite State Machine of CSMA/CA
The finite state machine of the CSMA/CA protocol as specified in the Alr MAC specification [7]

is fully implemented in the simulator. It is shown in Fig. 17 and is briefly described as follows.

The finite state machine consists of seven states, naidéy Contend Wait For CTS Wait For
Data, Transmit Receiveandldle Wait A user is inldle state when it is waiting to receive or transmit
data. When it has data to transmit, it is@ontendstate to try to contend with other users for its
chosen slot. After a user has transmitted a RTS and is waiting for the CTS to come back Vs in
For CTSstate. When a user has successfully reserved the channel and is in the process of transmitting
data, it is inTransmitstate. A user also waits for the acknowledgment packet (ACK) to come back in
Transmitstate. On the receiver side, when a user has received a RTS and has replied a CTS, itis in
Wait For Datastate. After receiving the first data packet or detecting a valid reservation, a user is in
Receivestate to actively receive data or wait for the burst of data to complete. Finally, When a user
has completed transmitting or receiving a burst of data and is waiting for either an End-of-Burst
(EOB) or an End-of-Burst-Confirm (EOBC), it is ildle Waitstate. Every user runs the same finite

state machine independently.

The event-driven-based simulation approach provides a nice way to implement the finite state
machine. Only when an event occurs, appropriate actions are taken according to the state transition

table and the state variables are updated.
E. Interference Modeling

We have devised an algorithm for our simulator for modeling interference occurrence. The algo-
rithm can be implemented neatly in two functions, one to be executed when a packet is being trans-

mitted, and one when the robust header or the main body of a packet is being received.
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The interference information is contained in a four-dimensional array ([number of‘bsmﬂ;ied
‘int_enabled. The four dimensions contain information of the interfering signal source, interfering
signal destination, desired signal source, and desired signal destination respectively. When a packet is
being transmitted, the simulator checks to see if any other users have started some other transmis-
sions. For example, when User 1 is trying to transmit a packet to User 2, if User 3 has already started
a transmission to User 4, the simulator will s&t enabled[3][4][1][2] andint_enabled[1][2][3][4]
to ‘True’, because interference from User 3 on User 1 would also mean interference from User 1 on
User 3. The interfering packet type is also recorded so that the appropriate error probability is known

upon packet reception.

When a robust header or a main body is being received, say, at User 2 from User 1, the simulator
checks to see if angx,y) pair of int_enabled[x][y][1][2] is set to ‘“True’. Using this information, the
repetition rate of the next data packet is updated if necessary, and the appropriate error probability
category is picked to perform the Bernoulli trial to see if the packet is received correctly. In real-life,
repetition rate update is done through CTS or ACK from the receiver, i.e., the receiver of the data
informs the transmitter if any update of repetition rate is needed due to interference. For our simula-
tion, we simplify this process by updating the information at the transmitter side upon the reception of
a packet at the receiver side. Although this is not possible in real-life, it would not make a difference

in our simulation results.

F. MAC Layer Simulation Parameters
The traffic model assumes each user has data arriving in bursts independently. The interarrival

time of data bursts is exponentially distributed, i.e., the data burst arrival time assumes a Poisson dis-
tribution. A data burst is made up of packets of two different kinds. 90% of the packets are modeled
as ‘short’ ones with a size of 256 bytes. 10% of the packets are modeled as ‘long’ ones with a size of
1024 bytes. The number of packets in each burst randomly varies from one to any number as long as
the total burst time is less than the maximum allowed burst time. In the simulator, both the mean data
burst interarrival time and maximum allowed burst time are adjustable parameters. In the Alr MAC
specification, a transmitter can specify whether it requires an acknowledgment packet (ACK) from

the receiver. For our simulations, all data packets require an ACK.

We measure the network performance in terms of throughput, which is defined as the number of

data bits successfully transmitted (and received) per unit time. Both the individual throughput and the
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aggregate throughput are monitored. We use a value of 250 ms for the maximum allowed burst time
for all of our simulations. For each set of the physical layer simulation results, three sets of MAC
layer simulations are performed with the mean data burst interarrival time chosen to be 100 ms,
500 ms and 5000 ms respectively. These values correspond to high, medium and low load traffic of
the network. Each MAC layer simulation is terminated upon the arrival of the'i@@ea burst of any

user. This corresponds to real life run times of about 100 seconds to 5000 seconds depending on the
choice of the mean data burst interarrival time. Due to the randomness introduced by the Poisson

traffic, each set of MAC layer simulations is repeated ten times and the average throughput is taken.

V. Network Simulation Results

A. User Configurations
We first attempt to illustrate the effect of non-reciprocity by a LAN with two pairs of users as

shown in Fig. 18 (a). The users are situated in a 206rm x 3 m room, as shown in Fig. 8. Two pairs

of users are separated by a horizontal distancB ofeters, and each pair attempts to establish an
independent link. The transceivers are oriented in the horizontal plane, i.e4;yhplane is hori-

zontal for all users. We perform four sets of experiments with this configuration andDvémym

three meters to eight meters in each set of the experiments. In Experiment 1, perfect optical parity and
system parity is maintained, and wide angle transceivers (Class A, as in Table 3) are employed for
each user. In Experiment 2, approximate optical parity and perfect system parity is maintained, and
two of the users are replaced with narrow angle (Class B) transceivers. Optical parity is violated for
two of the users in Experiment 3 by employing narrow angle transmitters and wide angle receivers
(Class O), whereas system patrity is violated for one pair of the users in Experiment 4 by doubling the
transmitter power and halving the detector area (Class S). Each of the experiments are performed
under two different background light levels: no ambient light and intense ambient light. The trans-
ceiver angular characteristics of different experiments are shown in Fig. 18 (b). The specification of

the transceiver usages of the users are given in Table 4.

In addition to the configuration with two pairs of users, we also investigate the effect of non-reci-
procity on some realistic network settings as shown in Fig. 19. We examine a “four users, short-
range” configuration, a “four users, long-range” configuration, a “four users plus base-station” con-
figuration and a “two groups of three users” configuration with different transceiver usages under

intense ambient light in the same room as in Fig. 8. The base-station in the “four users plus base-sta-
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tion” configuration is situated at the center of the ceiling with the transceiver pointing vertically
downwards. It employs Class A transceiver in all experiments except in Experiment 2, which is
described in more details below. The users in that particular configuration only communicate with the
base-station and therefore aim their transceivers to the base-station at an angle. (The users are situated
at a height of 1 m.) In all other configurations, the transceivers are oriented in the horizontal plane at
a height of 1 m. For each configuration, four sets of generalized experiments are performed as
described above: In Experiment 1, all users employ wide-angle transceivers with optical and system
parity. Experiment 1N represents the only environment with no ambient light and is specifically
designed for the “two groups of three users” configuration to illustrate the effect of ambient noise on
LANs with several communicating groups. In Experiment 2, some of the users are replaced with
narrow-angle transceivers but all users still employ transceivers that maintain optical and system
parity (Class A, C, D, E transceivers are used). However, Experiment 2 in the “four users plus base
station” configuration introduces a kind of optical parity mismatch which normally would not occur
for users oriented horizontally. The base-station employs a multiple-element (Class D) transceiver
and since optical parity is only maintained for the plane that includes all the axes of the transmitting
elements [7], all users in this configuration have an optical parity mismatch with the base-station. In
Experiment 3, two of the users violate optical parity (Classes A, C, D, E, O are used) and in
Experiment 4, two of the users violate system parity (Classes A, D, S are used). The specifications of
the parity violation of the users are given in Table 5. The specifications of the transceiver usages are

given in Table 6 - Table 9.

In all configurations presented above except the “two groups of three users” configuration, traffic
is generated only between users who would remain connected even when the transceivers are made
narrow in some experiments. This ensures that packets are not simple thrown away during those
experiments. Having the same traffic pattern applied across all experiments in the same configuration
also ensures that the results are comparable. Random traffic is designated for the “two groups of three
users” configuration to illustrate the different kind of results one would get if the users do not point

their transceivers to the ones they try to establish communication with.

B. Simulation Results
1. Two Pairs of Users

When the load of the network is low, we observed that the throughput of all experiments are

approximately the same, except that there is a 10% drop of throughput when optical parity is violated
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in an intense ambient light environment. Violating channel reciprocity does not cause any significant
adverse effects to the network throughput because simultaneous transmissions rarely occur in a

lightly loaded network. These results are shown in Fig. 20.

On the other hand, a highly loaded network exhibits different behaviors under different experi-
ments as shown in Fig. 21. When there is no ambient light, Experiment 2 gives higher throughput
than Experiment 1 aB increases because the narrow-angle transmitters establish two independent
links which do not interfere with each other. Compared to Experiment 2, Experiment 3 always gives a
lower throughput due to the optical parity mismatch. In Experiment 3, although the transmitters of
User 1 and User 3 are narrow-angle, their wide-angle receivers unnecessarily reserves the channel for
the other communication link. We would also expect a drop in throughput in Experiment 3 compared
to Experiment 1, but this was not observed since the degree of non-reciprocity is not terribly bad
when there is no ambient light, and the CSMA/CA protocol can still barely work in this case.
Experiment 4 does not exhibit a rise in throughput even though the two pairs of transceivers are well
separated. This is because the system parity is violated by one pair of much stronger transmitters
which are still able to introduce carrier sensing detection to the other pair when they are far away
from them. When there is intense background light, we observed that the noise essentially segments
the two pairs of transceivers in Experiment 2 and they communicate independently without inter-
fering each other at all separation distances from three meters to eight meters. At short separation dis-
tances, there is a 30% drop in throughput in Experiment 3 compared to Experiment 1 due to optical
parity mismatch. For instance, User 2 cannot detect the reservation packets sent by User 3 but its
transmission to User 1 is overheard at User 3 because User 3 has a narrow-angle transmitter and a
wide-angle receiver. Therefore, interference occurs at User 3 and the throughput is reduced. The
stronger transmitters in Experiment 4 help to combat noise and give a higher throughput than
Experiment 1 at short separation distances. Although the aggregate throughput could be as much as
50% higher, the stronger transmitters dominate the communication channel and the throughput of the
stronger pair could be as high as 650 times the throughput of the weaker pair. This unfairness intro-
duced by system parity mismatch is undesirable in most data networks.

2. Other User Configurations

Results from the other realistic LAN configurations show that when the users have a LOS link to

most other users within their communication range, the impact of optical parity mismatch is relatively

small. For example, in the “four users, short-range” configuration as shown in Fig. 19 (a), each user



Effect of Non-Reciprocity on Infrared Wireless Local-Area Networks 27 of 62

has a LOS path to every other user. As a consequence, even when there is a optical parity violation,
the users are still able to receive and decode the RTS/CTS packets correctly. This is illustrated in Fig.

22 (a), in which the throughput of Experiment 1 and Experiment 3 are similar.

Intuitively, unless the narrow-angle transceivers in Experiment 2 segment the network into sev-
eral individual links, the throughput of Experiment 1 and Experiment 2 should be similar as well.
However, this is not observed in the “four users, long-range” configuration. As shown in Fig. 22 (b),
Experiment 2 has a factor of twenty reduction of throughput compared to Experiment 1 for long-
range transmissions. This decrease is attributed to the narrow-angle transceivers employed in
Experiment 2. For long-range communications, the SNR is so low that the portion of light reflected
off the walls becomes significant. Wide-angle transceivers benefit from additional reflections and

give a much higher throughput.

The increase in aggregate throughput in Experiment 4 is evident in all configurations simulated as
described above. However, the unfairness is not as bad as in the configuration with two pairs of users,
because there is not a particular pair of users with stronger transmitters dominating the weaker pair(s).
On average, the stronger transmitters have an individual throughput four to five times higher than the
weaker ones. The “four users plus base-station” configuration consists of users who tilt and point to
the base-station on the ceiling. As mentioned above, the optical parity requirement only specifies the
matching of angular characteristics on the plane that includes all axes of the transmitting elements
(the “horizontal” plane). For users (and base-station) employing a multiple-element transmitter com-
municating to each other at a tilted angle, optical parity is indeed violated. This effect is easily seenin
Experiment 2 of this configuration when the base-station violates optical parity with all the users. The
throughput is reduced up to a factor of thirteen, as shown in Fig. 22 (c). So far we have assumed the
users only send packets to those they have a LOS link with. If the users send random traffic to every
other user, throughput reduces greatly due to packet loss. Interestingly, the ambient noise increases
the aggregate throughput in this case by making the already poor quality links impossible to establish
communications. This effect is most easily seen in the “two groups of three users” configuration in
which the noise segments the room into two distinct groups. As illustrated in Fig. 22 (d),
Experiment 1N is performed with no ambient noise and its throughput is lower than other experi-

ments performed under intense ambient light.

C. Recommendations
We summarized our results in the form of transceiver design recommendations as follows.
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» Transceivers should maintain both optical parity and system parity to optimize network

throughput and fairness.

» If the traffic patterns of the users are very directed, narrow-angle transceivers generally give

higher aggregate throughput for short range transmissions (up to about six meters).

» If transmitted power is not a great concern (for example, when the users do not have a high
mobility such that they can use the wall outlets for power supply), wide-angle transceivers
should be employed instead of narrow-angle ones for long range transmissions (eight to ten
meters), because the reflections of the light from the walls, ceiling and floor increase the

SNRs of the channels and this portion becomes significant for long range transmissions.

* The specification on optical parity only attempts to match the transmission and reception
angular patterns in the “horizontal” plane. As a consequence, for network designs in which
the users (and possibly a base-station) are not all located in the same horizontal plane, usage

of multiple-element transmitters should be avoided.

» Given a Lambertian transmitter and a multiple-element transmitter, both maintaining optical
parity and system parity, the former one always consumes a higher averaged transmitted
power. In certain situations, it would introduce unfairness to the multiple-element users due
to additional reflections off the ceiling and the floor, although this effect is subtle. However,
when power consumption is a concern and usage is confined to the horizontal plane, the

multiple-element configuration would be a better choice.

V1. Conclusions and Future Work

A. Conclusions
We have presented a detailed analysis and modeling of the physical layer of the upcoming Alr

standard. Physical layer and MAC layer simulations were performed to investigate the effect of non-
reciprocity on network throughput. We provide appropriate modeling of the physicalMatyen the

MAC layer simulations to give realistic network simulations. The results show that the impact is sen-
sitive to LAN configuration and background light level. When multiple users are close to each other
and there is intense ambient light, optical parity mismatch reduces the throughput whereas system
parity violation introduces unfairness. It is recommended that transceivers should be designed to
achieve channel reciprocity and different classes of transceivers are chosen based on the network

usage and LAN configuration.
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B. Future Work
The current MAC layer protocol employed in Alr is not optimal in solving the hidden terminal

problem and could introduce additional impediments to network performance and fairness other than
those from non-reciprocity. There are some studies [14],[15],[16] concerning the improvement of the
CSMAJ/CA protocol. To further isolate the effect of non-reciprocity, these protocols could be imple-

mented and tested with the same framework in our study.

There could also be improvement on the coding scheme, for instance, employing odd numbers for
the repetition rate would make more effective decisions on majority voting. The impact of non-reci-
procity on better coding schemes might differ.

Finally, the analysis and simulation of this study only involve the physical layer and the MAC

layer of the network. It would be an interesting extension to include the functionalities of the higher

layers of the network, for example, automatic retransmission request on the transport layer.
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Tables

IX. Tables

Table 1: Representation of 4-PPM symbols

Signal Symbol Data Bit Pair
Sot) 1000 00
0 0100 01
sy(t) 0010 10
s5(t) 0001 11
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Table 2: Dynamic trade-off between data rate and transmission range using

Variable Repetition coding.

Repetition RateRR 1 2

16

Bit Rate (Mb/s) 4 2

0.5

0.25

Range of Typical LOS Link

(m)
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Tables
Table 3: Classes of transceivers designed to satisfy optical parity and system parity.
Here, a;/, ; denotes the half-angle at half-intensity of a single transmitting element. All
transmitting elements lie in the x;z; plane (¢;,,=0) of Fig. 6. Each transceiver class
employs N =1 receiving element oriented along the z; axis (6; =0) of Fig. 6. In all
classes, the receiver optical concentrator has refractive index N, = 1.44.
Transmitter Receiver
Transceiver Average Detector Concentrator
Class Number of Power per Half-AngIe Tilt AngIeS eim ) Area per Cutoff Anal
Elements utoft Angle
Element Oq/5i () - ° ElementA
M 2i m=1..M(°) B.. (°
Py/M (mW) (mmP) Gl
A 1 172 60 0 2.86 90
B 1 59.1 30 0 0.72 30
C 1 23.3 18 0 0.27 18
D 3 38.1 30 =40, 0, 40 2.86 90
E 4 19.2 18 —45, -15, 15, 45 2.86 90
@) 1 59.1 30 0 2.86 90
S 1 344 60 0 1.43 90
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Table 4: Transceiver classes of the users in the “two pairs of users”
configuration. The classes are defined in Table 3.

User 1 User 2 User 3 User 4
Expt. 1 A A A A
Expt. 2 B A B A
Expt. 3 O A O A
Expt. 4 A A S S
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Tables

Table 5: Transceivers that violate optical or system parity in Experiments 3
and 4 with various LAN configurations shown in Fig. 19.

LAN Configuration

Violate Optical Parity

Violate System Parity

(a) Four users, short range

User 1, User 2

User 3, User 4

(b) Four users, long range

User 2, User 3

User 3, User 4

(c) Four users plus base station

User 2, User 3

User 3, Base Station

(d) Two groups of three users

User 1, User 4

User 3, User 4
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Table 6: Transceiver classes of the users in the “four users, short range”
configuration. The classes are defined in Table 3.

User 1 User 2 User 3 User 4

Expt. 1 A A A A
Expt. 2

A D C E
Expt. 3 A A @) @)
Expt. 4 S S A A
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Table 7: Transceiver classes of the users in the “four users, long range”
configuration. The classes are defined in Table 3.

User 1l User 2 User 3 User 4
Expt. 1 A A A A
Expt. 2 C E D A
Expt. 3 O A O A
Expt. 4 S S A A
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Table 8: Transceiver classes of the users in the “four users plus base
station” configuration. The classes are defined in Table 3.

User 1l User 2 User 3 User 4 Base
Expt. 1 D A A D A
Expt. 2 E D A C D
Expt. 3 0 A 0 D A
Expt. 4 S A A D S
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Tables
Table 9: Transceiver classes of the users in the “two groups of three users”
configuration. The classes are defined in Table 3.
User 1 User 2 User 3 User 4 User 5 User 6
Expt. 1 D D D A A A
Expt. 1N D A A A
Expt. 2 C D A E A C
Expt. 3 C D 0 E A O
Expt. 4 D D S S A A
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X. Figures
Step 1: 1 3 Receives CTS and
User 1 sends J reserves channel
RTs _ 7 > _ ™ for Users 1and 4
~ ~ - ~
- ~ - ~
- RTS -~ <
N < CTS _
~ e ~ -
~ e ~ ~
~
Receives RTS and > - N - Step 2:
reserves channel 2 4 User 4 replies with
for Users 1 and 4 cTS

Fig. 1. The use of RTS/CTS exchange to alleviate the hidden terminal
problem. Without the RTS/CTS exchange, User 3 is unaware of User 1's
transmission, and collision will occur at User 4 if User 3 starts to transmit.
Dashed lines denote schematically the range of angles within which the
terminals transmit and receive.
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Room Setting

Transceiver Configuration SSIX’; Frame-Error Rate P Throughput
Transmitted Power Repetition Rate f Fairness
Ambient Light Levels
Physical Layer Theoretical Media-Access Control
—m» (Propagation and Noise) = Expressions for —p| Simulator —
Simulator Error Probability (Discrete-Event)

Fig. 2. Overview of the simulation flow.
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Directed Non-Directed

LOS

Non-LOS

Fig. 3. Classification of infrared link configurations
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Optical Power
X(0) >

R h(f) - R H(f)

Photocurrent

—P@—» Y(d)

|

Signal-Independent
Noise N()

Fig. 4. Modeling an infrared link as a baseband linear, time-invariant system
having impulse response h(t), with signal-independent additive noise
N(t).The photodetector has responsivity R.
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soft) 54(D) S5(1) s5(1)
i
4P; 4P; 4P; 4P;
1 -1 -1 >
0 T Th 0 Th 0 T, 0 T,

Fig. 5. 4-PPM signal set. Each symbol encodes two bits of information. The
symbol period is T,,, while the chip period is T,.
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Axis of
Receiving
Element n

Oin, ®in)

Effective Area
of Receiving
Element n

Fig. 6. Coordinate system used to describe transceivers. The Cartesian
coordinates (x; y;, z) are local to transceiver i, which has its symmetry axis
along z, while (8; @) are the spherical polar coordinates of an arbitrary
direction with respect to transceiver i. The axes of transmitting element m
and receiving element n are oriented at angles (8, ®,m) and (6;,, @),
respectively, while a;,, and B, denote the angles between those respective
axes and the arbitrary direction (0; ). In all transceiver designs considered
in this report, @;,= ¢;,=0, i.e., transmitting and receiving elements lie in the

Xi-z; plane.
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Class D

Class E

Fig. 7. Implementation examples involving multiple transmitting elements
for achieving optical parity. (a) Three 30° half-angle LEDs are used to
match the Lambertian (90° FOV) receiver; (b) Four 18° half-angle LEDs
are used to match the Lambertian receiver.
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100 W Incandescent Floodlights

Fig. 8. Room in which various network configurations are simulated. The
west wall is a single large window. The walls, ceiling, floor and window are
modeled as Lambertian reflectors of reflectivity 0.6, 0.7, 0.2 and 0.04
respectively. These surfaces also act as ambient light sources. They are
modeled as planar Lambertian transmitters, and measurements [12] suggest
a spectral radiant emittance (S as in (13)) of 0.2 W/m /nm for the window,
0.01 W/m /nm for the east wall, linearly from 0.03 W/m?/nm at the west edge
to 0.01 W/m?/nm at the east edge for the ceiling and linearly from
0.02 W/m2/nm at the west edge to 0.01 W/m2/nm at the east edge for the
north wall, south wall and the floor. The ceiling floodlights are modeled to
have generalized Lambertian radiation pattern of order famp = 2 with optical
spectral densities of pjamp = 0.037 W/nm.
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A Photodiode REe

A < Cyet %

Fig. 9. The preamplifier circuitry of the receivers. We assume an op-amp is
used for photocurrent amplification. Rg is the feedback resistance and the
total capacitance is given by (Ci,, + Cyet)-
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Sa(t)
Avg power = Py
RR4 \ sqrt(7o)
N Tk Block
y 2 ® Decoder -
Si(t) 0 T, kT,
Avg power = P; bits
RR; Threshold N

Delay 1 wrt Start of Frame

AWGN with
2-sided PSD N,

Fig. 10. Receiver Configuration: Sg(t) is the desired signal and Sit) is the
interfering signal. Additive white Gaussian noise is added to the signals. A
unit-energy matched filter is used to perform chip-by-chip demodulation.
Hard decision decoding is employed for implementation simplicity. The block

decoder uses majority voting on valid symbols to decode the repetition
codes.
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desired signal

- — — - interferer

Sj kel Sik
r-—-—— — 7T — T — — — /1 — 1

\ \ \
‘ . ‘ P time

Fig. 11. Relationship between the desired signal and the interfering signal.
The start of the interfering signal can fall anywhere within a chip period, i.e. 1
is uniformly distributed between zero and T,.
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Fig. 12. Symbol-error probability obtained for different threshold choices at
different values of the time delay t. “Min. P,,” denotes the threshold,
computed numerically, that minimizes P,,;. Symbol-error probabilities are
calculated using the tighter upper bound given by (40) and (41)-(47).
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Fig. 13. Comparison of bounds (40)-(47) on symbol-error probability with
Monte-Carlo simulations. The threshold n4 is used for chip decisions in the
simulations. In some cases, the simulated error probabilities are higher than
the tighter upper bound, because that bound is derived based on an
approximation that fails to capture the correlated nature of the interfering
signal.
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Preamble

Sync

Robust Header

Main Body

Fig. 14. IrMAC frame format. The preamble is used for initial carrier sensing,
symbol clock synchronization and chip clock phase acquisition. The
synchronization (sync) field identifies the first symbol slot in the robust
header. The robust header contains all necessary information pertaining to
the IrPHY and IrMAC layers. Data is put in the main body.
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Final settled value
of RR for data stream A

Data Stream A

| RR=1| | RR=2| | RR=4 | | RR=8 | | RR=16 |
| RR=1| | RR=2| | RR=4| | RrR=38 |
Data Stream B
—>
Time

Fig. 15. Dynamic update of RR when a data packet stream is interfered by
another data packet stream. Since the ‘pre-calculation’ of RR gives the final
settled value in case of an interference, there could be a maximum of three
packets (shaded above) using the incorrect RR in the simulation.
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Fig. 16. Flow chart of an event-driven simulator.
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< IDLE \‘\A

WAIT FOR
DATA

)

Fig. 17. Finite state machine of the CSMA/CA protocol employed in the
IrMAC specification.
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Fig. 18. (@) Configuration with two pairs of users. The four transceivers are
aligned in a horizontal plane within the room illustrated in Fig. 8. (b) Angular
characteristics of the transceivers in Experiments 1 to 4. Light shading
respresents the transmitter radiant intensities, while dark shading represents
the receiver effective light-collection areas.
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(d) Two groups of three users

Fig. 19. Various configurations of users, drawn to scale within the room
illustrated in Fig. 8. (a) Four users, short range, (b) Four users, long range,
(c) Four users plus base station, (d) Two groups of three users.
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Fig. 20. Comparison of network throughputs for various experiments with
two pairs of users, as shown in Fig. 18(a), in a lightly-loaded network.
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Fig. 21. Comparison of network throughputs for various experiments with
two pairs of users, as shown in Fig. 18(a). The network is highly loaded, with
a mean data burst interarrival rate of ten per second.
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Fig. 22. Comparison of network throughputs for various experiments with
the configurations shown in Fig. 19. (a) Four users, short range, (b) Four
users, long range, (c) Four users plus base station, (d) Two groups of three

users.



