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Average Power Reduction Techniques for
Multiple-Subcarrier Intensity-Modulated
Optical Signals

Roy You and Joseph M. Kahfellow, IEEE

Abstract—We describe two classes of simple, effective tech-carrier [6], [7]. The MSM electrical signal may be modulated
niques for reducing the average optical power requirement in onto the optical carrier using intensity, frequency, or phase
intensity-modulated optical systems using multiple BPSK or qq,iation. Most current practical MSM systems use intensity

QPSK subcarriers. The first class of techniques involves block . . . . . .
coding between the information bits to be transmitted and the modulation (IM) with direct detection (DD), owing to its simple

symbol amplitudes modulated onto the subcarriers in order to implementation. MSM permits asynchronous multiplexing of
increase the minimum value of the multiple-subcarrier electrical numerous, possibly heterogeneous information streams, and

waveform. The second class of techniques involves replacing thepermits a receiver to demodulate only the streams of interest.

fixed dc bias by a bias signal that varies on a symbol-by-symbol £ this reason, MSM with IM/DD is widely used in optical
basis. These two classes of techniques can be applied separateli/iber distribution’ of video signals [6]

or in tandem. The reduction in power requirement increases ) . . .
with the number of subcarriers and, with eight subcarriers, can T he main drawback of MSM with IM/DD is poor optical av-

be as high as about 3.6 dB and 3.2 dB with BPSK and QPSK, erage power efficiency. This arises because the MSM electrical
respectively. The techniques described here are applicable as longsignal is a sum of modulated sinusoids, and thus takes on both
Z‘Sm"’gLE:bifgi:rr'gr:iszé’é'g'”ate from a single transmitter and are egative and positive values. Optical intensity (instantaneous
y y ' power) must be nonnegative. Hence, a dc bias must be added to
Index Terms—intensity modulation, optical communication, the MSM electrical signal in order to modulate it onto the inten-
subcarrier multiplexing. sity of an optical carrier. As the number of subcarriers increases,
the minimum value of the MSM electrical signal decreases (be-
l. INTRODUCTION comes more negative), and the required dc bias increases. Since
L the average optical power is proportional to this dc bias, the op-
N EL.ECTRICAL_and RF communlgatlon sy.stems-, .mUIficaI average-power efficiency worsens as the number of sub-
ticarrier modulation (MCM), n Wh'Ch. multiple digital .carriers increases [6], [7]. It is worth noting that the peak-to-av-
streams are modulated onto carriers at different frequenmgﬁage optical power ratio of a MSM IM signal is about two, in-
permits transmission with minimal intersymbol interferencsependent of the number of subcarriers. '
(IS1) on frequency-selective channels [1]. Ele(_:trical MCM Sys- Optical fiber MSM IM/DD systems typically use tens to hun-
tems frequently use tens to hundr(_ads of carriers. On electna%ds of subcarriers [6]. In an effort to reduce the optical average
channgls, the average-power regwrement. of a MCM syste Bwer requirement, often the bias is reduced to the point that
approximately the same as a single-carrier system, assu e clipping occurs. Techniques intended to reduce the im-

ISl is not presgnt. Electrical MCM systems_employmg a lar act of clipping noise in optical fiber MSM systems have been
number of carriers have the drawback of a high peak-to-aver Q8 sti gated [8], [9]
power ra_tlo (PAR)' Wh'Ch. can lead to nqnl_lne_ar distortion Optical wireless (OW) transmission with IM/DD is an attrac-
and clllppmg n systems with peaK—power I.|m|tat|ons. Severﬁ{/e option for high-speed indoor and outdoor links [7], [10],
techniques for reducing the PAR in electrical MCM systenﬁli_ MSM with has been considered for use in IM/DD OW
ha(\se bee? prioposed [2]._[?.' h | itiol b . systems, because the use of several narrow-band subcarriers
N optical communication channeis, muitiple-su pa}rr'ed{omises to minimize ISI on multipath channels [7], [12], and
modulation (MSM) involves modulation of multiple d|g|talb cause MSM can provide immunity to fluorescent-light noise
and/or analog information sources onto different eIectricLEigar dc [13]. In most applications of OW, particularly those
subcarriers, which are then modulated onto a single opti ing portable transmitters, eye safety and power consumption
limit the available average optical power. This dictates that in
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value of the MSM electrical waveform, and thus decrease the [ll. POWEREFFICIENT MULTIPLE-SUBCARRIER

bias that must be added to it. These techniques are somewhat TRANSMISSION SCHEME

analogous to those used for PAR reduction in MCM electrical ) ) ]
systems [2]-[5]. The second class of techniques involvesFi9- 1(8) and (b) depict the transmitter and receiver
replacing the fixed dc bias by a bias signal that varies ondgSign used in the proposed MSM transmission scheme
symbol-by-symbol basis. During each symbol, the minimuiyith QPSK. The transmitter and receiver are |_dent|cal for
bias required to achieve nonnegativity is utilized. The use ofBf'SK, except that all sine branches are omitted. Refer-
symbol-by-symbol bias for a single quadrature amplitude-mot9 t© Fig. 1(a), the transmitter uses a set/éfsubcarrier

ulated subcarrier has been considered in [14]. The two clasdgguencies{w,, n = 1,..., N}. During each symbol in-
of techniques proposed here can be applied separately quwal,(n(l))f durauorrlf, It transmits a vector of( information
tandem. They are effective and easy to implement, but §§S * = (&7, ..z ’), m € {1,..., M}, where

require that all subcarriers originate from a single transmittéf = 21 A block coder maps"™ to a corresponding vector
and that all subcarriers be synchronized at the symbol levef.Symbol amplitudesa™. For QPSK, each such vector is of
When the number of subcarriers is small, as in OW applicH€ form
tions, the computations required to implement the proposed
techniques can be performed off-line and implemented via table
lookup. By contrast, in MCM electrical systems using a large
numbero_fcarriers, PAR reductiontech_niques qften require tr\‘ﬁﬁereaﬁfg) e {~1,1}, aﬁl’;’) € {-1,1},n = 1,...,N.
computatlon_s be performed on a.real—tlm(.a basis; see, e.g., [@imilarly, for BPSK
The remainder of this paper is organized as follows. The

0 = (o ol )@

IM/DD channel model is described in Section Il. Our tech- (m) (m) (m)
niques for power-efficient MSM transmission are presented in a = (alc o One ) ®)
Section 1ll, and their performance is evaluated and compared
to existing techniques in Section IV. Concluding remarks ar,ﬁqerea;fg) €{-1,1},n =1, ..., N. Defining a pulse shape
given in Section V. g(t), the MSM electrical signal for QPSK is
oo ]\T . .
Il. IM/DD OPTICAL CHANNEL MODEL sy= > > [G%Z) coswpt + al™) sin wnt} g(t —iT).
Indoor OW channels with IM/DD can be described by [7] mreen (6)
The MSM electrical signal for BPSK is identical to (6), except
y(t) = ra(t) @ h(t) +n(t) (1) that the sine terms are omitted.

Sinces(t) can be positive or negative, the transmitter adds a
where the symbok represents convolution. The channel inpueaseband bias signéa(t)
x(t) is the transmitted optical intensity, which must be nonneg-

ative b(t) =bo+ > b(a)i{atm) j £ i}) gt —iT). (7)

w(t) > 0. 2)
In general,b(¢) is the sum of a constarl and a baseband
The average optical powgt is given by the mean value eft) pulse-amplitude modulation (PAM) signal corresponding to the
as second term in (7). In this baseband PAM signal, the amplitude
of symboli depends, in general, both @™+, the vector of
P = E[z(9)] (3) Subcarrier amplitudes for symbaland on{al™i) | j £ 4}, the
vectors in past and future symbols. The bi&s is chosen so

in contrast to electrical channels, where the average powetlgtz(t) = Als(#) + b(t)] = 0, whereA is a nonnegative scale
the mean value 0£2(t). The channel outpuy(t) is the re- factor. The average optical power is

ceived photocurrent. Here,is the photodetector responsivity.

The channel is a fixed, linear system having impulse response P = AE[s(t)] + AE[(D)]. (8)

h(t) and frequency respondé(jw). In this study, we will ne-

glect multipath distortion, so that(+) = H(;0)5(¢), where With the proper choice of’, {w,,, n = 1, ..., N}, andg(t),

8(t) is an impulse function. In OW systems with IM/DD, re-each of the subcarriers is orthogonal to the others and to the
ceiver thermal noise and intense ambient shot noise can be miinde-varying bias signal(t).

eled as Gaussian and independent of the transmitted signal. Weig. 1(b) shows the receiver used under the proposed MSM
will model the noisex(¢) as Gaussian, independentt), and techniques with QPSK; for BPSK, the receiver is identical,
white, with two-sided power spectral density (PS&). The re- but omits the sine branches. Like a standard QPSK MSM
sults obtained here are applicable also to fiber-optic channedgeiver, the receiver of Fig. 1(b) uses a bank of hard decision
provided that dispersion is negligible and the noise is whitdgvices to obtain a vector of detected symbol amplitudes,
Gaussian, and independent of the transmitted optical signal.a = {ai., d1s, --., ane, dns). IN the receiver of Fig. 1(b),
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simplicity, we suppress the possible dependence of the baseband PAM amblitagest and future symbols.

however, a hard-decision block decoder maps the véctora
vector of detected information bits,= (2, ..

In the remainder of this paper, unless otherwise noted, Wequencies to have an integral number of cycles per symbol in-
terval. We consider both “dense” and “coarse” packing of sub-

consider a rectangular

transmit pulse shape

.y 57[().

to guarantee that the subcarriers and time-varying bias signal

Power-efficient multiple-subcarrier modulation scheme: (a) transmitter and (b) channel and receiver. QPSK modulation is assumgdren fos fi

are mutually orthogonal, we chooée,, }, the set of subcarrier

carrier frequencies, which are described by

oo 1, 0<t<T o o .

9(t) = {07 £<0,t>T. ©) Wn = N7 (dense packing) (10)
and

There are two reasons for this choice. In IM/DD optical systems, v — n4_7r (coarse packing) (11)

the rectangular pulse yields high average-power efficiency [7]. " T

Also, choosing the rectangular pulse makes it very Straightfcf@spectively, where. = 1, ..., N. With our choices of(#)

ward to design the block code and bias signal to minimize tr&%d{w Y, B
transmit power requirement. In (7), the baseband PAM ampli )1

tude in symbot depends only or(™:) and not on{a(™+), j #

i}, so that we leb(a(); {a(™3), j #i}) — b(al™)). In order

P = AE[W1)].

s(t)] = 0, regardless of how we choose the signal
Plat{a(™}. Hence, (8) simplifies to

12)
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In evaluating the average transmit power requirement, we wiiroughput is equivalent to that obtained whénsubcarrier
often consider the minimum value of the MSM electrical signdtequencies are reserved. Hence, it may be said Ehat 0

described by{™ over the symbol interval subcarrier frequencies are “effectively reserved” for maxi-
N mizing the minimum value of the MSM electrical signk).
(m) _ o S [a(m) cosw,t + al™ Sinwnt} . (13) Under the minimum-power block coddy = 2(N — L),
e " M = 22(N=D) for QPSK andK = N — L, M = 2(N=1) for

_ . _ o BPSK. To describe this block code, we first sort all possible
For BPSK, the sine terms are omitted in the expressiosf@if. ~ vectors of symbol amplitudes in order of decreasiffy . For
We now describe various options for the design of the blogipsk, we have
code and of the bias signal. L ]
s > glm ), m=1,..., 22" — 1. a7

min &= “min

A. Block Code . . .
. ) ) ) For BPSK, this ordering holds for. = 1, ..., 2" — 1. The
In this subsection, we consider how to design the block COQPgnaI set uses the first/ vectors{a(m)m = 1,..., M},

utilized in the transmitter, which is shown in Fig. 1(a). This COd\‘R/hich have maximurz™

(m) . . . ) i This represents the optimal choice
ma%i:f , the vector ofi mformgtlon bits to be transmitted, of signal set for a givedV and L, independent of the biasing
toa ,_the vector of symbol amplitudes modulated oqto]hhe technique. For a giveV, L, and biasing technique, the optical
subcarriers. Recall that € {1, ..., M}, whereM = 2K,

X average power requirement under minimum-power block
1) Normal Block Code:Under this block code, alV sub- iy always lower-bounds the average power requirement
carriers are used forr transmission of information b|t§. Hencgnder the reserved-subcarrier block coding. The major draw-
K =2N,M = 22" _for QPSK andk’ = N, M = 2™ for back of minimum-power block coding is that, in general, each
BPSK. Eachinformation bit can be mapped independently to i oyer needs to demodulate all of the subcarriers, even to
corresponding symbol amplitude, i.e., acomponent of the VeCQ ot only a subset of the transmitted information bits.
a™) . At the receiver, each detected symbol amplitude, i.e., each
component of the vectar, can be mapped independently to aB. Baseband Bias Signal
information bit. If the MSM signal conveys multiple, indepen-
dent bit streams to different users on different subcarrier frg

: ; ; 1),
guencies, each user’s receiver only needs to demodulate tht%(s e MSM electrical signal(t), the sum is nonnegative, i.e.,

subcarriers conveying the desired bit st.reams. 2(t) = Als(t) + b(#)] > 0, whereA is a nonnegative scale
2) Reserved-Subcarrier Block Cod@he reserved-subcar- ; ) .
factor. It is convenient to breaKt) into the sum of a constant

rier block code is similar in spirit, though not implementation : o .
. : : . and a baseband PAM signal, as indicated in (7).

to the technique described in [4]. Under this block cade; 0, 1) Fixed Bias: Whengusing a fixed bias(s)ignal we set

subcarrier frequencies are reserved with the goal of maximizilr}ga(m)) —0.Ym 'and we use a fixed bidsg, With an ar,bitrary

the minimum value of the MSM electrical signglt), thereby pulse shapé(t) :[he smallest allowable, is‘ given by

minimizing the average optical powét. Hence, in this case, ’

In this subsection, we consider how to design the bias signal
The bias signal(¢) must be chosen so that when itis added

K =2(N — L), M = 2*"-L) for QPSK andK = N — L, bo = — min s(t) (18)
M = 2(V=D) for BPSK. In reserved-subcarrier block coding, _ .
we define a set of reserved subcarriers and the average optical power is

SI{TLl,TLQ, ...,7’LL}, n; 6{1, ceey N} (14) P = Abo. (19)

The block code is described as follows. We encode an infornfzer the_ regtangulag(t) assumed here, the smallest allowable
tion bit vectorz(™ by freely choosing the symbol amplitudedixed bias is given by

th d subcarri m
on the unreserved subcarriers bo = — min [anig} . (20)
{al) al n g s} (15) ol m=1, o M

Note that when using fixed bias with reserved-subcarrier block
%%rding, the average transmit power is minimized if we choose
S, the set of reserved subcarriers, to mininfhige
2) Time-Varying Bias:With a time-varying biasb(t) is
{a%)7 aggl)’ ne S} —  argmax [31(:1?1} . @16) chosen to be of the_ form (7), i.e., the sum of a constant and
(o™, o™ nes) a baseband PAM signal. For an arbitrary pulse shgpg to
minimize the average optical pow#, it may be necessary to

For ea\_ch choice ofV, L, and b|a3|r_19 technique, t_here G.}X'Stflse both terms. In this case, using (8), the average transmitted
an optimal set of reserved subcarriers, though this set is Oﬁﬁ;&ical power is

not unique. Under reserved-subcarrier block coding, each user's -
receiver only .needs to demodulate those subcarriers conveying _ AE[s(t)] + Aby + AE [b (a(rn)):| T—l/ g(t) dt.
the desired bit streams.

We then choose the symbol amplitudes on the reserved sub
riers to maximizes”, the minimum value of the MSM elec-
trical signal over the symbol interval

3) Minimum-Power Block CodeMinimum-power block (21)
coding is similar to the technique described in [2]. Under this With a rectangulag(t), the baseband PAM component of
block code, no fixed set of subcarriers are reserved, but thg) is piecewise constant and can describe the dc component
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of b(t) even when we séf, = 0. Hence, with rectangulay(#) 73 —— ,
and time-varying bias, we will choodg = 0. The smallest & @ BP:K’R”C""S“’“‘ Fixed Bias. Time-Ver. Bies
. . . = [wesst
allowable symbol-by-symbol bias is given by g 6 || Reserved Subcarrier L=1) & a

m < Minimum Power (L = 1) u] a
b(al™) = =), 22 %
Using (12), we find the average transmit power to be % s r
g
P=AE [b (a<m>)} . 23 £
& 3 [ 15+500log, N

Note that when using time-varying bias with reserved-subca §
rier block coding, the average transmit power is minimizeé
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if we chooseS, the set of reserved subcarriers, to minimizeg L5 7775+ 152 log)oN

Eb(al™))]. E
z

V. PERFORMANCE EVALUATION 0 ‘ A )
1 2
In this section, we evaluate the bandwidth and power requir Total Number of Subcarrier Frequencies (V)
ments of the proposed MSM block coding and biasing scheme
comparing them ton-OFFkeying (OOK). For each schema,, 75 :

represents the information bit ratB, represents the total elec-
trical bandwidth required at the receiver, aRdrepresents the
probability of information bit error.

We first consider a reference system using OOK with rec
angular pulses of duratioft” [described by (9)] and symbol
ratel/7". Following [7], we haveR, = 1/T, B = 1/T, and
B, = Q(\/r?P?T/Ny ), whereQ)(z) is the Gaussiaf) func-
tion [15]. For OOK, the bandwidth requirementis taken to
equal the first null in the PSD of the transmitted signal.

For the proposed MSM scheme, with either dense or coar
frequency packing, the information bit rates are given by

Normalized Power Requirement P/Ppoi (optical dB)

45

(b) QPSK, Ry, Constant
Normal

Reserved Subcarrier (L= 1)
Minimum Power (L = 1)

Fixed Bias Time-Var. Bias

[e]
A
(=]

1.5 +4.66 log (o

1.5 +2.15 logyoN

N-—-L
Ry, = T (BPSK) (24)
and 0 ' J
2AN - L 2 4 8
Rb = % (Q PSK) (25) Total Number of Subcarrier Frequencies (V)

With either BPSK or QPSK, the electrical bandwidth reqUirqflg. 2. Normalized optical power requirement versus humber of subcarriers

ments are given by for various block-coding and biasing schemes. These results assume a

rectangular transmit pulsg¢) and are valid for either,, = n27/T orw,, =

N+1 ; ndw/T. The normalized power requirement is the power required by a scheme
b= T (dense packlng) (26) divided by the power required by OOK, assuming a fixed bit fateSolid lines
and connect the actual power requirements at diffef¥ntDashed lines represent
N +1 linear Ieast?squares fits to _the power r_(equirgments for normal block coding,
B= T (coarse packing) (27) corresponding to the analytical expressions given. (a) BPSK. (b) QPSK.

These values aoB? correspond to the first null in the PSD of the . _ .
MSM signals(t) above the highest subcarrier frequency. While (29) depends explicitly on the amplitude scaling facior

In the proposed MSM scheme(™, a vector of K infor- we would like to relatg to the average optical powérand toV
mation bits, is mapped @™, a vector of symbol amplitudes. 2NdL- As shown by (12)p>is proportional ta4, and” depends
Assuming an additive white Gaussian noise (AWGN) chann@f! &V: L, and the choice of block coding and biasing schemes
and the hard-decision receiver shown in Fig. 1@} is trans- Via its dependence oAf[b(t)]. The probability of information
mitted through a binary symmetric channel characterized by tAi €7Or is given by
crossover probability

p = P (&nc 7£ anc) = P (&NS 7£ CLNS) (28)
n =1, ..., N.This definition ofp holds for QPSK; for BPSK,

the definition should omit the terf?(a,.s # an,). Itis easily The relationship betweeR, andp depends on the block code
shown that [the choice of{a’™, m = 1, ..., M}]and on the mapping be-
tween{z("} and{a{}. In the proposed scheme, the block
code is designed to minimizB = AE[b(t)] subject to fixed
A and not necessarily to minimiz8, subject to fixed4 (i.e.,

K

> Plik # o)

k=1

1
p=—

% (30)

r2 A2T
2N,

p=Q (BPSK or QPSK)  (29)
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Fig. 3. Normalized optical power requirement versus normalized bandwidth requirement for various block coding and biasing schemes. Thesemesalts a
rectangular transmit pulsgt). The normalized power requirement is the power required by a scheme divided by the power required by OOK, assuming a fixed
bit rate R;. (@) BPSKyw., = n2x/T. (b) QPSKyw., = n27x/T. (c) BPSKw,, = ndx/T. (d) QPSKw,, = ndxn/T.

fixed p). Nonetheless, given any block code, it is always pos- Fig. 2 presents the normalized power requirement versus
sible to choose the mapping betwederi™ } and{a(™} so that the total number of subcarrier frequencig¥gor various MSM
P, < p.l Inevaluating the proposed MSM schemes, we assursehemes with BPSK and QPSK. In Fig. 2(a), we see that BPSK,
conservatively that with normal block coding and fixed bias, has a normalized
_ power requirement of.5 4+ 5.00 log,, /V, while normal block
Po=p (BPSK or QPSK) (31) coding and time-varying bias lowers this to approximately
In comparing various modulation techniques, we consider the + 1.52 log,, V. For N = 8§, this amounts to a power
normalized bandwidth requiremest/ R, and the normalized savings of about 3.0 dB. FaN > 3, reserved-subcarrier
power requirement/Pook, which represents the average opblock coding with time-varying bias and minimum-power
tical power required by a particular scheme to achieve an &eck coding with time-varying bias are the best-performing
bitrary specified BER compared to that required by OOK ttechniques. The latter offers power savings up to about 0.6 dB
achieve the same BER, assuming a fixed bit f&& more than normal block coding with time-varying bias.
N i ) Referring to Fig. 2(b), we see that QPSK, with normal
For simplicity, consider BPSK and arbitraly. WhenL = 0, the codewords block codi d fixed bi h lized .
(i.e., the{a'™}) lie on the2™ vertices of anV-dimensional hypercube. When P'0CK COdING and fixed bias, has a normalize pow_er require-
L > 0, the worst-case block code has its codewords or2the” vertices of ment of aboutl.5 + 4.66 log,, N. Normal block coding and
a hypercube of dimensiolY — L. This occurs when the symbol amplitudes ime-varying bias lowers this to about5 + 2.15 log;q N
on L subcarriers are identical for all codewords. For this worst-case block co eh. h . fab 244 V\Mlo ’
P, = p, assuming Gray coding between ™} and{a¢™}. For any other WNIC represents a power sa_vmgs ora Ol_"t '4_ B. en 8. )
block code, it is possible to find a mapping such tRat< p. Similar arguments  For .V > 3, reserved-subcarrier block coding with time-varying
can be used in the case of QPSK to justify the assertionthat p. bias and minimum-power block coding with time-varying bias

) Twe actually considet0 log,(P’/ Poox), which has units of optical deci- 5re the pest-performing techniques, and the latter offers power
els.
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@ppsicL= ®QPsK, L=1 be applied separately or together. When the number of subcar-
Fixed Bias riers is small, the computation required to implement the pro-
posed techniques can be performed off-line and implemented
via table lookup. The proposed techniques yield a reduction in
average power requirement that increases with the number of
subcarriers. With eight subcarriers, this reduction can be as high
as about 3.6 and 3.2 dB with BPSK and QPSK, respectively.
These two classes of techniques are applicable as long as all sub-
carriers originate from a single transmitter and are symbol-syn-
123 (4|s5]|6][7]8 P|2(3]|4|s]|6|7]8 chronized.

Best Reserved Subcartier ()| Best Reserved Subcarrier (;) Several problems remain for future study. These include: 1)

block coding and time-varying biasing techniques for nonrect-

Fig. 4. Choice of best reserved subcarrier under reserved-subcarrier b'%‘fgular transmit pulse shapes; 2) efficientimplementation of the

coding withL = 1, with fixed or time-varying bias. These results assume . .
a rectangular transmit pulsg?), and are valid for eithew, = n2x/T or Proposed techniques when the number of subcarriers becomes

w, = ndx/T. In many cases, the best reserved subcarrier is not uniqlarge, and table lookup becomes impractical; 3) obtaining ana-
(@) BPSK. (b) QPSK. lytical bounds on the transmit power requirements with block
coding and/or time-varying bias; 4) design of block codes that
savings up to about 0.8 dB more than normal block coding withinimize the transmit power required to achieve a specified
time-varying bias. information bit-error probability; 5) utilizing information con-

In Fig. 3, we plot the normalized power requiremenained in the time-varying bias signal to enhance detection ef-
versus the normalized bandwidth requirement for all of thﬁ;iency [14], and 6) possib|e impairment caused by a time-
block-coding and biasing schemes, comparing these to OGf4rying bias signal on channels exhibiting memory or nonlin-
Fig. 3(a) and (b) consider the dense frequency packing wighyity.

BPSK and QPSK, respectively, while Fig. 3(c) and (d) con-
sider the coarse frequency packing with BPSK and QPSK, ACKNOWLEDGMENT

respectively. Fig. 3 illustrates the bandwidth expansion ratio _ .
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codings, which isN/(N — L). With L = 1, at N = 2, this sions on analytical bounds for the transmit power requirement.
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