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Abstract mance of these various schemes. We present concluding

While infrared links can support transmission at high bit rates, it is remarks in Section 6.

difficult to maintain a signal-to-noise ratio (SNR) sufficient to

support these high bit rates under all conditions using reasonable2. Channel Model

transmitter power levels. Under adverse conditions, instead of  Current wireless infrared links use intensity modulation
incurring abrupt link failure, it is preferable to achieve graceful gnd direct detection (IM/DD), because coherent optical detec-
degradation by lowering the bit rate until a suitably low eror yion s gifficult to implement, especially in non-directed links

probal:_nhty can be attained. We. descr'be. sgveral coding _and 1],[2]. Let x(t) represent the instantaneous optical power of
decoding schemes for rate-adaptive transmission, and we discu ﬁe fransmitter. The constraints &ft) are

their performance and implementation complexity. The codes
considered are rate-compatible punctured convolutional (RCPC) T

codes and simple repetition codes. Each code is combined with L-ary . 1

pulse-position modulation. We present results of a search for families x()20 and T“Enoo ZTI x(ndt<P, (1)
of good RCPC codes derived from rate-1/5 and rate-1/7 mother T

codes. . . .
whereP; is the average optical power constraint of the trans-

1. Introduction mitter. According to the equivalent baseband model, the

Indoor wireless communication has gained increasindfece'ved photocurrent is given by:
attention as a viable technology for the implementation of y(t) = rh(t) O x(t) + n(t), (2)

local area networks (LANSs). As a transmission medium, . o .
. L . ’wherer is the photodetector responsivity ahd) is the chan-
infrared (IR) radiation offers several advantages over radio, in__ - e : ) .

. : nel impulse response, which is fixed for a given configuration
particular, a very large unregulated bandwidth and the possi-

- . oo of transmitter, receiver and intervening reflectors. The aver-
bility of reusing the same spectrum in different rooms of a

building without interference [1],[2]. User mobility requires age received power i, = H(0)P, , where

that the IR link operate reliably under widely varying channel o

conditions, which are determined by the ambient light level, H(0) = J._mh(t)dt (3)
the distance between the transmitter and receiver, the degrtlaethe channel d.c. aain. In non-directed links. reflected sia-
to which the transmission path is obstructed, the strength of -C. gam. ' 9

. . - nals may cause multipath distortion, which can cause
cochannel interference, etc. Link reliability can be enhanced . .
. : o : . intersymbol interference at bit rates above about 10 Mbps
via rate-adaptive transmission. The receiver can estimate t

channel conditions and thus the bit rate that can be support 1[2]. Here, we assume that multlpa_th distortion is negligi-
- .ble, and we model the channel impulse response as
at low error probability. It can convey the recommended bit

rate to the transmitter via a feedback channel, so that th h(t) = H(0)5(t) , where(t) is an impulse function. Wire-

transmission rate can be adjusted. A rate-adaptive SChemr“‘%ss infrared links are subject to intense ambient light that

based on 4-ary pulse-position modulation (4-PPM) with re|Oe_g||ves rise to a high-rate, signal-independent shot noise, which

tition coding [3] is under consideration by the Infrared Data “@" be modeled as white and Gaussian [1],[2]. We mogp|

Association (IrDA) for the Advanced Infrared (Alr) standard as white, Gaussian, and having two-sided power spectral den-

[4],[5]. In this paper, we describe several alternative rate_s;ity Ny - Furthermoren(t) is considered to be independent of

adaptive coding schemes. All are based on PPM, which offertshe signak(t).
good average-power efficiency [6]. L-PPM is an orthogonal modulation technique [6] in
which a block of logL input bits is mapped to one &f dis-

The remainder of this paper is organized as follows. In . . . .
pap g tinct waveforms, each including one “on” chip ahd 1 “off”

Section 2, we review the modeling of infrared wireless chan-_ . ) .
. " : . chips. A rectangular pulsg(t), of durationT, and amplitude
nels. We introduce repetition coding as proposed under Alr i . . ) ¢ )
. : : i [P,, is transmitted during the “on” chip. The electrical
Section 3. In Section 4, we describe a rate-adaptive sche eandwidth required by a PPM scheme is inversely oropor
based on rate-compatible punctured convolutional (RCPCi q y y prop

codes with Viterbi decoding, and we describe a search forOnal toT,;asthebitrat®, antl are varied, this band-

families of good RCPC codes derived from ratéb andWidth Is proportional toL [R,/log,L .The available

rate-1/7 mother codes. In Section 5, we compare the perforpandw'dth is constrained by the photodetector capacitance

and by multipath propagation [1],[2]. It is desirable to mini-



mize the transmitted average optical powr  in order to RR-1
minimize power consumption and ocular hazards [1],[2]. In 7 = Z YiemL (7)
order to evaluate the average power required by various

encoding and decoding schemes for a fixed bandwidthyng 5 conventional soft-decision PPM decoder is used on the
requirement, we will compare them in terms of the S|gnal-to-zl_ The probability of bit error with SDD is given by:
noise ratio (SNR) per chip required to achieve a given proba-

m=20

bility of error. The SNR per chip is defined as: P, = 5 LL I x
252 (L-1)
SNRpip = 5 Te (4) o
s No © E 1 - —%(y— [RROE (BNR,,,)° E
wherer is the detector responsivity. With uncode®PM, Eﬂ_ EDJ. [1-Q(N]" e d)g- (8)
SNRypp = (rZPf/NO)(l/Rb)(logzL/LZ). The usual SNR o 0

per symbol [6] is given byE/N, = L”[ENRy,;, . We note . _ . .
that, sinceSNRy,, is proportional t8,> , for a fixed PPM With SDD, each doubling oRRyields precisely a 3-dB
orderL, a 1-dB change in the average received optical powefecrease in the value &NR,,;,  required to achieve a given
yields a 2-dB change in théNR,,;, . WheaPPM is com- ~ €rror probability, corresponding to a 1.5-dB decrease in the
bined with an error-correction code of raR<1 , required value of the received powr At each value oRR
SNRpip = (rzPrz/NO)(R/ R)(log,L/L). hard-decision decoding (HDD) requires a valueSiR;,
approximately 3 dB higher than SDD.

3. Repetition Codes . _

Repetition coding, as proposed under Alr [4], consists of: Rate-Compatible Pun¢ured Convolutional
repeating each-PPM symboRRtimes, whereRRis the rate- Codes
reduction factor. In the Alr schemke,= 4, andRRcan take on 5
the values 2, 4, 8, and 16. In the decoding scheme proposed
under Alr, the receiver makes chip-by-chip hard decisions

Properties

Rate-compatible punctured convolutional (RCPC) codes

. S : 8] are a subclass of punctured convolutional codes, which, in
and performs decoding based on a majority-logic scheme;. :
urn, are a subclass of the most general convolutional codes.

Within a block of RRreceived symbols, the decoder counts . ; .

. . ) . A family of RCPC codes can be obtained from a single
valid symbols (those having a single “on"-chip), and ChooseSmother coddyy periodically deleting some output digits. We
the symbol that makes the largest number of appearances, '

. . réstrict our attention to binary RCPC codes, because of the
Several lower and upper bounds for the probability of bit error,_. : ; )
. : . high computational complexity of standard decoding algo-
are given in [7]. In this paper, we use the lower bound:

rithms, in particular the Viterbi algorithm (VA), for high-rate
L 0 a1 .0 n_on-binary codes. The parameters_ that uniquely specify a
[ 20-1) Et+ 1E—r]t + l}p (1-p) O, (5 binary RCPC code are th&l(K = 1) binary mother code, of
g memoryM, the puncturing perio®, and theN x P punctur-
ing matrix a [8]. The elements o& are zeros and ones,
where the ones indicate the positions of the digits to be trans-
— [ 2 mitted. The period® determines the range of possible rates
P = QU(L/4) EENRyip) ©) for all codes derived from the same mother code, which are:
is the channel crossover probability (the probability that a
off”-chip is decoded into a “on”-chip and vice-versa), R = il
t = RR—1 is the error-correcting power of the repetition
code,n = RROL is the total number of chips in a block of The mother code correspondsltc= (N—-1)P ;itis the low-
RRsymbols, and,,, isthe number of correctable error pat-est-rate code with rat® = 1/N . The choite= 1 gener-
terns of weightt + 1. Here,Q(x) is the Gaussia® function  ates the highest-rate code, whose rat&js= P/(P+1)
[6]. At p, = 107, the lower bound (5) is extremely tight for Rate compatibility is a restriction on the puncturing matrix [8]
RR = 1, 2,4 and 8, while foRR = 16 , use of (5) leads to a that must be imposed when generating different codes within
0.15-dB underestimate of the optical power requirement.  a code family. It states that switching from a lower-rate code
Improved performance can be obtained using soft-decigq a higher-rate code can qnly t.’e done by puncturing some
sion decoding (SDD). SDD can be implemented most easil)fj!g'ts that has_ begn transmitted in the lower-rate c<_)de. Stated
as follows. The block ofRROL chip-rate samples differently, switching from a lower-rate code to a higher-rate

vk = 0, .., (RROL -1 is summed to form a block df code must be achieved only by inserting zeros in the punctur-
sgmplesz' 120 L-1 where ing matrix in positions occupied previously by ones, without
" n ’ inserting ones in any positions occupied previously by zeros.

where

| =1,..., (N=1)P. (9)



Table 1: Weight spectra of RCPC codes generated with puncturing paitern Table 2: Weight spectra of RCPC codes generated with puncturing pattern
of period P=4. (a) N, K, M) =(5, 1, 2) mother code with generators (in of period P=3. (@) (N, K, M) =(7, 1, 2) mother code with generators (in
octal) of (7,7, 7, 5, 5).

Patterna

Rate

(ag d=dp, dr+1,..), Fg d=d, 0 +1,..]

1111
1111
1111
1111
1111

4/20

13

0101
1111
1111
1010
1111

4/16

10

0000
1111
1111
0000
1111

4/12

0000
0000
1111
0000
1111

4/8

(4, 8,16, 32, 64, 128)
[4, 16, 48, 128, 320, 768

0000
0000
0111
0000
1010

4/5

(1,9, 58, 228, 638, 1597)
[1, 21,387, 1896, 6058, 16767]

(b) (N,K,M)=(5,1,5) mother code with generators (in octalf o

(75, 71, 73, 65, 57).

Patterna

Rate

(ag d=dg dr+1,...), g d =, 0 +1,..]

1111
1111
1111
1111
1111

4/20

22

(4,12,4,4,4,4)
8,28, 8,12, 16, 12]

0111
1011
1101
1110
1111

4/16

18

(12,0, 20, 0, 32, 0)
[24,0,68,0, 144, 0]

0101
1010
1101
0110
1011

4/12

13

(4,12, 24,12, 20, 48)
[4, 32,104, 48, 76, 248]

0001
1000
1100
0110
0011

4/8

(4,28, 28, 32, 68, 92)
[8, 116, 128, 128, 328, 460]

0000
1000
0100
0010
0011

4/5

(6, 27,50, 95, 174, 196)
[27, 106, 226, 470, 859, 1005]

octal) of (7,7,7,7,5,5,5).

(ag d=0df de+1,...), g d=0df dk+ 1,...]

Patterna Rate ds

111 3/21 18 | (3,0,3,0,3,0)
111 [3,0,6,0,6 0]
111
111
111
111
111

000 3/15 13 | (3,3,0,3,9,3)

111 [3.6,0,6,27,12]
111
111
000
111
111

000 3/9 8 (6,
000 [,
111
111
000
000
111

000 3/6 5 (3, 6,12, 24, 48, 96)

000 [3, 12, 36, 96, 240, 576]
000
111
000
000
111

000 3/4 3 (4,31, 92, 216, 596, 1300)

000 [8, 176, 646, 1788, 5576, 13250]
000
111
000
000
001

the code change, is no smaller than the distance of this path
within the higher-rate code.

B. RCPC andL-PPM Modulation

In matching binary codes, such as RCPC codes, with
non-binary modulation, such ds -PPM, the number of out-
put digits of the code cannot be chosen independent of the
order of the modulation scheme. To circumvent this problem
we employ the encoding scheme depicted in Fig. 1, which
uses a multiplexer followed byog,L identical parallel
encoders. We consider two alternative decoding techniques,
which are shown in Fig. 1(a) and (b). Fig. 1(a) considers a
detector performing soft symbol-by-symbol decisionslen
PPM symbols, followed by a bank adég,L  parallel Viterbi
decoders, each performing HDD at the bit level. This scheme
incurs a performance loss due to HDD, but offers a decoding
complexity that depends only weakly an since each of the
log,L decoders must considel Ztates, independent bf As
an alternative, we consider using a single Viterbi decoder that

Such a restriction guarantees that in switching from a higherperforms SDD using chip-by-chip samples, as shown in Fig.
rate code to a lower-rate one, the distance of the correspond{b). This solution obtains a performance enhancement from
ing transitional path, which is the path in the trellis altered bySpD, but the decoding complexity grows rapidly with

since the single enhanced Viterbi decoder has to consider



Table 2 (cont.):Weight spectra b RCPC codes generatk with puncturng
N, K, M) = (7, 1, 5) mother code with generator
(in octal) of (53, 75, 65, 75, 47, 67, 57).

patterna of periodP = 3. (b)

Patterna Rate

dr

(8 A=y, 0+ 1,..), g, 0=, 0 +1,..]

111
111
111
111
111
111
111

3/21

32

(12,0,3,0,0,0)
[24,0,9,0,0,0]

3/15

22

(2,8,6,4,1,2)
12,18, 17, 14, 4, 6]

3/9

13

(6,7,8,14, 19, 30)
[11, 19, 26, 55, 92, 139]

3/6

(4,13, 21,29, 51, 92)
[9, 45, 91, 139, 239, 441]

3/4

(11, 30, 49, 100, 134, 116)
[39, 131, 219, 488, 686, 582]

= LM states. This complexity is equivalent to that

of a non-binary code witkK = log,L . Currently available

tion employ use up to 256 states. As a consequence, if the
soft-decoding scheme of Fig. 1(b) is employed, the memory
M of a code cannot exceed approximately 4 for 4-PPM and 2
for 16-PPM.

C. Code Search

Families of good RCPC codes derived from rdte?
mother codes have been tabulated in the literature [8],[9],[10].
These do not provide sufficient variation of coding gain
between the lowest- and highest-rate codes for the present
application (see (9)). Hence, we have performed a computer
search for families of good codes derived from rat€5 and
rate-1/7 mother codes. RCPC codes are linear because con-
volutional codes are linear and because puncturing preserves
linearity. L -PPM is not strictly a linear modulation scheme,
but can be regarded as linear for purpose of computing error
probability, since the Hamming distance between all pairs of
codewords is identical. It follows that we can consider the all-
zero sequence as the transmitted information sequence, and
the corresponding path, corresponding to transmission of a
sequence of the zeroth PPM symbol, as the correct path.
Important properties of a convolutional code include the free
distancedge and the error coefficientsy andcy, d = d; ¢ -

The coefficientay represents the number of error paths at dis-
tanced from the all-zero path, while; represents the total
weight of all these paths, measured in information bits. We
have searched for the puncturing patterns that yield codes
having the maximund;,.. . Among puncturing patterns that
yield the maximumd;,.. , we have searched for those that
yield the minimum value of:dfree . We note that a cyclic shift
of a puncturing pattern yields a code having the same mini-
mum distance and weight spectra [11]. Our search considered
rate-1/5 and rate-1/7 mother codes with membhg 5 and
puncturing periodP <7 . Results for rate-1/5 mother codes

Viterbi decoders capable of multi-megabit-per-second operazith p = 4 and withM = 2 andM = 5 are shown in

logL
bits
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1bit

1bit

1 bit

1 bit
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A
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@
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Channel | ™ L-PPM [P o
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1Rbits| Hard-Decision |1 bit
» | Viterbi Decoder ™
@ (log,L)
I

Channel »| Soft-Decision OQZL
Viterbi Decoder bits

(b)

Fig. 1. Methods for encoding and decoding RCPC witPPM. Both techniques empldyparallel encoders with a single puncturing pattera) Symbol-
by-symbol soft decisions followed by lglg parallel Viterbi decoders, each performing hard-decision decoding at the bit level. (b) Single enhanced Viterbi
decoder performing soft-decision decoding on the chip-rate samples.



. Repeiion-Coded 4-PPM going from one code to another implies the puncturingof

B N digits, searching for the best pattern at each puncturing step
will lead afterk steps to a code whose performance is worse
than the code that would have been found by a direct search.

— Hard Decisions
- Soft Decisions \

D. Error-Probability Analysis

With RCPC codes, the VA is performed exactly as with
standard convolutional codes, except that the decoder must
know the puncturing matrix currently in use and should not
update branch metrics at positions occupied by deleted digits.
The union bound on the probability of bit error for both HDD
and SDD is given by [6]:

Probability of Bit Error P,
= b
S 1)

=
S,

107

107 I I I I I I
-10 -8 -6 -4 -2 0 2
SNR_, . (electrical dB)
chip

Pep Y CaPald), (10

d = dfree
Fig. 2. Comparison between SDD and HDD for repetition-coded 4-PPM. . . . .
Rate-reduction factor®R= 1 andRR= 16 are shown. The probability oftoi ~ Where P,(d) is the probability that an incorrect path at dis-

error is evaluated using (5) and (8). tanced is selected. For the hard-decoding ca&gd) is
expressed as:
Table 1(a) and (b), respectively. Results for rate-1/7 mother

10

codes withP = 3 and wittM = 2 andl = 5 are shown Pa(d) =
in Table 2(a) and (b), respectively. H d
Our code search followed the following procedure: 0 Z DjElPk(l - p)d— K
i . 0 K d odd
1. Choose an optimal (binary) mother code [6] and a punc-] k= (d+1)/2
turing periodP. (We choose optimal mother codes under U 4 .(11)

. : . O
the assumption that optimal mother codes yield good [ ok 1 d—k, 1000 d/2 1 d/2 d even
punctured codes [9].) Set all entries of the puncturing O Z III(EP (1-p) 2Lk (1-p)

matrix a to one, corresponding to the lowest-rate rk=d2+1

(mother) code. Here,p is the channel bit-error probability, which is given by

2. Raise the code rate to the next desired rate, thereby detd®) With RR = 1. For SDD, the expression fd?,(d) is:
mining the number of additional zeros to be inserted in _ _ T
the puncturing matrixa. Beginning with thea determined Pa(d) = Q(JAE/Ng) = Q(JdL'SNRyp) - (12)
at the previous rate, consider all possible patterns for

inserting these zeros that are rate-compatible. Performance Evaluation

. In this paper, we quantify the SNR efficiency of a coding
3. qu each such pattern, search thrqugh the trellis to dete?;'cheme in terms of the SNR per chip, given by (4), required to
mine dyee .and the error .cge.ff|C|entad .an(q, ' achieve a specified bit-error probabilipy which we take to

d 2 dye,. Discard the code if it is catastrophic. Other- pe 139 e quantify the optical power efficiency in terms of
wise, comparedy, angy — with the best values yhenormalized power requiremenwhich is the received
obtained thus far, and store the new code if itis better.  ayerage optical poweR, required to achieve the specified
4. Repeat steps 2 and 3 until the highest desired code rau@lue ofpy,, normalized to the power required by uncoded on-
has been reached. off keying (OOK) to achieve the same valuemj. We note
L : . that based on the definition &@NR,, , for a fixed PPM
In Table 1 and Table 2, it is evident that the weight coeffi- orderL, a a 2-dB change i the requIr@iNR,;,  corresponds

cients become large as the number of punctured digit . ; ! )

. L 0 a 1-dB change in the normalized optical power require-

increases. This is because error events become long and the ; . ; o :
S : . ment. We quantify electrical bandwidth efficiency in terms of

multiplicity of the paths at a given distance  from the correct

path increases rapidly with increasidg the nprmalized i_nforrrjation ratd®,/ B, where the bandvyidth
requirement8 is defined as the span from d.c. to the first null
An important observation is that if one constructs a codén the power spectrum of the transmitted waveform.
family choosing only a certain set of rates amongst all the
possible ones, imposing the rate-compatibility constraint only
when necessary leads to the best results. In other words, if

For OOK, the bit-error probability is computed as
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H
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4 Fig. 4. Comparison of hard- and soft-decision decoding performance of a
family of RCPC codes derived from &(K,M) = (5,1,2) mother code with
puncturing periodP = 4, as specified in Table 1(a). The fractions indicate
code rates. The hard- and soft-decision decoding techniques are depicted in
Fig. 1(a) and (b), respectively.

Probability of Bit Error b,
= =
S S

1/5\1/4\ 1/3\ 1/2

Rate:
(b) 16-PPM

107F RCPC (5,1,2) Mother Code

Hard Decisions

SNRy,p required to achieve a given error probability. At

‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ each value oRR HDD requires a value 08NR,, approxi-
T o, Geicadsy T mately 3 dB higher than SDD, corresponding to a 1.5-dB
Fig. 3. Bit-error probability for a family of RCPC codes derived froan m.crease in the normalized power requ”emer.]t' Thus, with
(N.K,M) = (5,1,2) mother code with puncturing periéte 4, as specified in ~ €ither SDD or HDD, the use oRR = 16  provides about a

Table 1(a). Hard-decision decoding is performed according to the schemg2-dB reduction in the requireBNR.,; , compared to the
illustrated in Fig. 1 (a). Only the first two coefficients of the information . _ P . .
weight spectra are used to compute these curves, since they give satisfactdirreésponding uncoded casBR =1 ). Since SDD is not

accuracy at high SNR. Fractions indicate code rates. (a) 4-PPM. (b) 16-PPMcomplex to implement and yields better performance than
HDD, only SDD will be considered further here.

Families of RCPC codes provide a variation in the
2
Py = QU/RP{/R;Ny) . (13)  requiredSNRy,, between the strongest and weakest code
OOK achieves a normalized optical power requirement oithat is typically less than 10 dB. If one wants to use a high-

0 dB and a normalized information rate of unity (assumingralte code with rate approaching unity, one has to choose a

the use of rectangular pulses having duratifR, ). ForJarge v_alue of the puncturing peridd '.:O.r P exceeding_
uncoded_-PPM with SDD, the bit-error probability is given approximately 8 to 10, however, the decision depths of high-
by (8) with RR = 1. At sr;lallpb this is well-approximated rate codes tend to become large, due to the increased number

; of unmerged paths [12]. Fig. 3(a) and (b) show the bit-error
[2] by the union bound probability versusSNR,,;, for a family of RCPC codes with
252 4- and 16-PPM, respectively. This code family is derived
Po = (L/Z)Q“/[(UOQZL)/Z] HRPr/ReNo) (14) from a (N,K,M) = (5,1,2) mother code with puncturing period
which shows that 4-PPM and 16-PPM offer normalizedP = 4, as specified in Table 1(a). HDD is performed according
power requirements of3.0 dB and-7.5 dB, respectively. to the scheme illustrated in Fig. 1 (a). We see that the varia-
UncodedL-PPM achieves a normalized information rate of tion in requiredSNR,,;, between the strongest and weakest
R,/B = log,L/L, while repetition-coded L-PPM achieves code is very similar for 4- and 16-PPM, with 16-PPM requir-
R,/B = (1/RR) log,L/L). For a RCPC of rateR ing a value ofSNR,,;, about 12 dB lower than 4-PPM. With
matched withL.-PPM modulation, the normalized information RCPC, the use of HDD increases the requi@NR,;, by
rate isR,/B = R[{log,L/L) . nearly 3 dB compared to SDD, corresponding to nearly a 1.5-
The bit-error probability versuSNR,;, for repetition- QB increaee ir_l the normalized.power requirement. This is
coded 4-PPM with SDD and HDD is shown in Fig. 2. As pre- |II_ustrated in Fig. 4 for 4-PPM with the family of codes con-
viously stated, with SDD, each doubling of the rate-reductionSidered in Fig. 3 (a).
factor RRyields precisely a 3-dB decrease in the value of




|
N

|
w

(a) 4-PPM

00K (optical dB)
A
T

P/P
/P

& &

T T

|
4
T

o Repetition Coding, Soft Decisions
+ RCPC (5,1,5) Mother Code, Hard Dec.

Normalized Power Requirement

-10 I I I I I I I I I
0.15 0.2 0.25 0.3 0.35 0.4 0.45
Normalized Information Rate R/B (bps/Hz)

0.5

|
=

1
1

|
4

(b) 16-PPM

P, / Pr, 00K (optical dB)
)
T T

|

N

o
T

|

[N

s
T

|

N

~
T

o Repetition Coding, Soft Decisions
* RCPC (5,1,5) Mother Code, Hard Dec.

N

@

T
Sl=

Normalized Power Requirement

I I I
0.1 0.15 0.2
Normalized Information Rate R/B (bps/Hz)

|
[N
Iy

o

0.05 0.25

Fig. 5. Normalized power requirements and information rates for

repetition codes, and for a family of RCPC codes derived from a g

(N,K,M) = (5,1,5) mother code with puncturing peri®d= 4, as specified in
Table 1(b). Repetition codes utilize soft-decision decoding, while RCPC
codes employ the hard-decision decoding technique shown in Fig. 1(a). Botl
schemes achieve a bit-error probability of 10The fractions indicate code
rates.

Fig. 5(a) and (b) compare the normalized power require

ments and normalized information rates of two representative
coding and decoding schemes with 4- and 16-PPM, respec-

tively. The first scheme utilizes repetition coding with SDD.

The second uses a family of RCPC codes derived from &

(N,K,M) = (5,1,5) mother code with puncturing peri&d= 4,

4

1.2 dB less than the repetition-coding scheme, for 4- and 16-
PPM, respectively. The decoding complexity of RCPC, while

higher than that of repetition coding, is acceptable for many
applications.

6. Summary

We have performed a search for families of good RCPC
codes derived fromraté/5 andrale-7  mother codes. We
have compared the performance of PPM with repetition codes
to that of PPM with RCPC codes, considering both SDD and
HDD, on the basis of normalized power requirements and
information rates. While repetition codes have somewhat
higher normalized power requirements, they offer a wide vari-
ation of normalized power requirements and have extremely
low implementation complexity, making them attractive for
applications in which complexity is highly constrained. The
RCPC codes we have considered offer lower normalized
power requirements, but achieve a smaller variation of nor-
malized power requirements and have higher decoding com-
plexity.
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