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Abstract— The methods used for simulating aerosol physical and chemical processes in a new air pollution
modeling system are discussed and analyzed. Such processes include emissions, nucleation, coagulation,
reversible chemistry, condensation, dissolution, evaporation, irreversible chemistry, sedimentation, dry
deposition, and radiative scattering and absorption by particles. A new particle size bin structure that
nearly eliminates numerical diffusion during growth but still treats nucleation, emissions, coagulation, and
transport realistically is discussed. In addition, coagulation is shown to reduce the number and volume
concentration of particles less than 0.2 um in diameter both in the presence and absence of modest rates of
particle growth. However, when significant growth occurs, the effect of coagulation is reduced. Further,
while sulfate production due to SO, dissolution and oxidation in cloud drops is confirmed to be important,
it is shown here that such production in aerosols is small over time periods simulated in urban air pollution
models. Finally, light scattering and absorption coefficient predictions, obtained by applying a Mie code for
stratified spheres, are discussed and shown to match data for a given scenario. Remaining processes in the
aerosol module are described. Copyright © 1996 Published by Elsevier Science Ltd
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1. INTRODUCTION

The accumulation of aerosols in the Los Angeles
Basin and other urban areas is a recognized pollution
problem. For example, in 1990, sub-10 um particulate
matter (PM,,) concentrations in Los Angeles ex-
ceeded the state standard of 30 ygm ™3 (annual geo-
metric mean) at all 18 PM;, monitoring stations
(SCAQMD/SCAG, 1991). To simulate the changes in
aerosol size and composition in an urban, regional, or
global air pollution model, dynamical, physical, and
chemical processes need to be accounted for. These
include nucleation, emissions, coagulation, chemical
equilibrium, condensation, evaporation, aqueous
chemistry, sedimentation, deposition, and transport.
Also, gas emissions, gas chemistry, radiative transfer,
and meteorology should be predicted.

To date, a handful of models have been used to
simulate aerosol processes in urban or free tropo-
spheric regions. For example, Russell and Cass (1986)
simulated urban aerosol nitrate production along
a Lagrangian trajectory. Similarly, Pilinis et al. (1987)
simulated the dynamics of multicomponent aerosols
along a trajectory in Los Angeles. A trajectory model
was also used by Pandis et al. (1992, 1993) to study the
formation, transport, and deposition of secondary or-
ganic aerosols. In addition, Russell et al. (1988a, b),

Pilinis and Seinfeld (1988), and Bassett et al. (1991)
simulated aerosols on an Eulerian grid using offline or
interpolated meteorology, and Wexler et al. (1994)
developed equations and techniques to be used in an
Eulerian aerosol model. Finally, models used to simu-
late aerosol processes in the free troposphere include
those by Lin et al. (1992), Raes et al. (1993), Benkovitz
et al. (1994), Pandis et al. (1994), Russell et al. (1994),
Ackerman et al. (1995), and Kasibhatla (1995), among
others.

For this study, a new model, GATOR/MMTD, is
used. GATOR is a gas, aerosol, transport, and radi-
ation Eulerian air quality model (Jacobson, 1994;
Jacobson et al., 1996a), and the MMTD is a mesoscale
meteorological and tracer dispersion model (Lu and
Turco, 1995; Lu et al., 1996). The coupled model was
recently used to study gas-phase pollution buildup in
the Los Angeles Basin (Jacobson et al., 1996a). In this
work, the aerosol codes in GATOR are described and
analyzed. Such codes can be applied, with modifica-
tion, for urban, regional or global simulations. How-
ever, in a follow-up paper, model results are compared
to data for an urban case (Jacobson, 1996a).

In the next sections, the aerosol portion of the
model is described. In addition, a size bin structure
that nearly eliminates numerical diffusion during
particle growth but treats nucleation, emissions,
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coagulation, and transport effectively, is introduced.
Third simulations of coagulation alone, growth
coupled to coagulation, and growth alone are com-
pared to each other for an urban case to estimate
whether coagulation is important in urban air pollu-
tion studies. Irreversible aqueous chemistry is also
discussed. Fourth, simulations were performed to de-
termine whether dissolution and oxidation of SO,
within aerosols are important processes during an
urban pollution time scale. Finally, a comparison of
scattering and absorption calculations are compared
to data for a time and location in the Los Angeles
basin.

2. DESCRIPTION OF THE MODEL

2.1. Overview

The GATOR/MMTD model solves several equa-
tions. Among these are (a) the continuity equations
for trace gas number concentration, water vapor, par-
ticle number concentration, particle volume con-
centration, and air; (b) the conservation of energy
equation; (c) the horizontal equations of motion;
(d) the hydrostatic equation; and (e) the radiative
transfer equation. These equations and their solutions
are discussed in references for the model previously
cited. Briefly, the continuity equations for air and
water vapor, the conservation of energy equation, the
equations of motion, and the hydrostatic equation are
solved with the MMTD. Vertical and horizontal velo-
cities predicted from that model are used to advect
gases and aerosol components in GATOR. The hori-
zontal advection scheme used is a Galerkin method
with chapeau functions as finite elements (Toon et al.,
1988; Pepper et al., 1979). This method is fourth-order
accurate in space and second-order accurate in time
(Pepper et al., 1979). Gas chemistry is solved with
a sparse-matrix Gear-type code (Jacobson, 1995), and
radiative transfer is solved with a wavelength-depen-
dent two-stream code (Toon et al., 1989). Aerosol
processes are described as follows.

The continuity equation for particles is divided into
two sub-equations, one for particle number concen-
tration and the second for particle volume component
concentration. If the total volume of a single particle
in a given size category i is defined as v; (units of cm3
per particle), then the volume of component g within
that particle is v; ,. Further, volume concentration
(e.g. cm? of component per cm? air) of component g in
particles of size i can be defined as v; , = n;v; ,, Where
n; is the number concentration of particles of size i (e.g.
no. particles cm ™2 air). If two out of three of the
variables in this relation are determined numerically,
the third is found from the relation. Volume concen-
tration and number concentration are the variables
determined numerically.

The continuity equation for number concentration
of particles of a given size i is written in horizontal
spherical coordinates and the sigma-pressure vertical

coordinate as

0 (m,n;RZcos ¢
ot Pa .
0 [mun;R, 0 [m,yn;R.cos @
+ e
623 Pa 6(0 Pa o

0 <7caa'n,~RZ cos qo>
.+_ —_— —_—
da Pa

n.RZ cos
= L(p [Dn + Remisn + Rdepn + Rsedn

Pa

+ Rnucn + Rcoagn] (1)

where

pa = density of air (gcm™?3),

n, = difference between model surface and model
top pressures (e.g. mb),

R, = radius of earth (cm),

Ao = longitude (radians),

¢ = latitude (radians),

o = vertical coordinate,

u = west—east scalar velocity (cms™?),

v = south-north scalar velocity (cms™1),

¢ = vertical scalar velocity (dos™ 1),

D, = eddy diffusion term for particle number con-
centration (partic. cm ™3 airs™?),

Remisn = rate of surface or elevated particle emis-
sions,

Ryepn = rate of particle dry deposition to the sur-
face from the bottom layer only,

R,.q4n = rate of sedimentation to the surface or from
one altitude down to another,

R, = rate of production of new particles due to
homogeneous nucleation,

Reoagn = rate of change in number concentration
due to coagulation.

I

All rates in equation (1) are in units of (partic.
cm~3s7Y). Further, the continuity equation for vol-
ume concentration of particle component g in par-
ticles of size i is
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where

D, = eddy diffusion term for particle volume con-
centration (cm3 cm ™ 3s7!),

R.misv = rate of surface or elevated emissions,

Rgepy = rate of dry deposition to the surface from
the bottom layer only,

R4y = rate of sedimentation to the surface or from
one altitude to another,

R,..v = rate of production due to homogeneous or
heterogeneous nucleation,

Reoagy = rate of change in volume concentration
due to coagulation,

R.e, = rate of production (loss) due to condensa-
tional growth (evaporation),

Rypey = rate of production (loss) due to depos-
itional growth (evaporation),

Rgsjey = rate of production (loss) due to dissolu-
tional growth (evaporation),

R.,, =rate of change due to reversible chemical
equilibrium reactions,

R, = rate of change due to irreversible aqueous
chemical reactions.

All rates in this equation are in units of (cm?® par-
tic.cm ™3 airs ™).

2.2. Particle size structure

A historic difficulty in simulating aerosol processes
over a three-dimensional grid has been treatment of
the particle size bin structure. Several types of struc-
tures exist, each with advantages, but each with seri-
ous disadvantages as well (Jacobson and Turco, 1995).
The most basic size structures are the full-stationary
and full-moving size structures.

Briefly, a full-stationary size structure is one in
which particles in a given size bin have a fixed volume,
and each size bin contains any number of particles, all
of which have the same composition and volume as
each other particle in the size bin. When particles
grow, their volumes do not change; instead, the num-
ber of particles in the original size bin decreases, and
the number of particles in a larger size bin increases.
Similarly, when two particles coagulate, particle num-
bers in each size bin, not volumes, change.

The advantages of a full-stationary structure are
that it permits reasonably realistic treatment of nu-
cleation, emissions, transport, and coagulation be-
cause size bin volumes do not change from time to
time or location to location. For example, when ho-
mogeneous nucleation occurs, new particles enter the
smallest size bin, which has a constant volume in time
and space. Similarly, when transport occurs, particles
of a given volume move and replace particles of the
same total volume in adjacent grid cells.

A disadvantage of the stationary size structure is
that particle growth leads to numerical diffusion in
diameter space in the same way that Eulerian advec-
tion leads to numerical diffusion in horizontal space.
For example, one type of stationary structure is a quasi-
stationary structure. When growth occurs over this
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Fig. 1. Comparison of moving-center, full-moving, and quasi-
stationary size structure after growth of water onto aerosols
to form cloud-sized drops. The initial distribution is shown.
Growth occurred when the relative humidity was increased
to 100.002% and replenished every 60 s time step for a ten-
minute period. Results from the moving-center and full-mov-
ing size distribution are non-diffusive and nearly identical.
The figure also shows that the quasi-stationary structure is
very diffusive.

structure, particles are allowed to grow to their exact
sizes, but the new particle volumes are fit back onto
a stationary grid in a volume- and number-conserving
manner. The fitting method is to split the new volume
of particles between two adjacent fixed size bins with
the equations, n; = n;(vy — v})/(vx — v;) and m =
n;(v; — v;)/(ve — v;). In these equations, v is the aver-
age volume of particles in size bin i after growth, n; is
the initial number concentration of particles in the
bin, v; and vy are the center-volumes of two adjacent
fixed size bins (v; < vj < vy) and n; and n, are the
additional number concentration of particles added
to bins j and k, respectively, due to partitioning. Fig-
ure 1 shows that the quasi-stationary structure is
numerically diffusive during growth.

A second disadvantage of a stationary structure is
that information about the original composition of
a particle is lost after growth. For example, when
aerosols activate into a fog, core material from many
small size bins merge into a few large bins. Thus, upon
evaporation, the redistribution of the core material
back to smaller-sized particles is arbitrary, unless past
information is stored.

Under a full-moving structure, on the other hand,
particles in each size bin grow and evaporate to their
exact sizes, eliminating numerical diffusion during
growth. Upon evaporation, particles shrink to their
original size and composition. However, the full-
moving size structure has disadvantages that make it
impractical for use in a three-dimensional model. For
example, since all particle size bins can grow to large
volumes, the number of small particle bins may de-
crease over time. Thus, in some cases, no real size bin
will exist to place nucleated or newly emitted material
into. A similar problem arises during transport since,
in each grid cell, different size bins grow by different
amounts. Thus, particles of a given volume and size
bin in one grid cell may be averaged with particles of
an extremely different volume yet same size bin in an
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adjacent cell. Consequently, the benefits of non-
diffusive growth are lost due to such extreme aver-
aging.

Here, a structure that not only maintains the ad-
vantageous features of the full-stationary structure
but also nearly eliminates numerical diffusion during
particle growth within a grid cell is introduced. In this
structure, size bin edges are fixed; however, the mean
diameter of particles within the size bin is allowed to
vary. Thus, the structure is called the moving-center
size structure.

Because size bin edges are fixed, nucleation, emis-
sions, coagulation, and transport are treated nearly
identically to the way they are treated with a full-
stationary structure. However, during growth, par-
ticles in a size bin are allowed to grow to their exact
sizes. If the average diameter of particles in a given bin
grows larger than the high-edge diameter of the bin,
then all particles in the bin are moved to a single size
bin bounding the average diameter. Because all par-
ticles are moved to the same size bin and not frac-
tionated between or among two or more size bins,
numerical diffusion is eliminated during this step.
However, particles that are moved to the larger (or
smaller) bin are averaged with other particles in that
bin, and particles advected to other grid cells are
averaged with other particles in the same bin in the
adjacent cell. Thus, numerical diffusion can occur
upon growth or transport. However, as shown in
Fig. 1, diffusion during growth is small.

Size grid edges in the moving-center structure are
defined at the beginning of the simulation and remain
fixed, while size grid centers vary. For example, the
initial volume center of a size bin can be defined with
v; = v, Vigt, where v, is the volume of particles in
the smallest size bin, V,,, is the volume-ratio of adja-
cent size bins, and i is the size bin number. V,,, can be
any number greater than unity. The initial center
volume of the size bin can be set equal to the average
of the high- and low-edge volumes (v;p; and v; ,,
respectively). Thus,

Ly = %(Ui,hi + Ui 10)- (3

Further, since the volume of the largest particles in the
bin cannot exceed the volume of the smallest particles
multiplied by V,,,, the volumes of the largest particles
are calculated as v; y; = ViaUi,10. Plugging this equa-
tion into equation (3) gives v; 1, = 20;/(1 + Viu). Fi-
nally, the volume width of a size bin is
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During a simulation with the moving-center struc-
ture, U;pi, Vi1, and dv; remain fixed while v; is
allowed to vary between v; p; and v; ;.. When nuclea-
tion, and emissions occur with this structure, new

particles enter the bin bounding their diameter, and
the new and current particles in the bin are averaged
by volume. The result is a new average volume of
particles in the same bin, which has constant high and
low boundary diameters (and volumes). Similarly,
when transport occurs, particles in a size bin with
fixed boundary diameters move and replace particles
in adjacent grid cells with the same boundary dia-
meters. Finally, when two particles coagulate, they
form one particle that is partitioned by volume be-
tween the current average volume of two adjacent size
bins.

A full-moving structure eliminates all numerical
diffusion, and, as shown in Fig. 1, the moving-center
structure gives results nearly identical to those from
the full-moving structure. Also shown in the figure are
results from growth over the quasi-stationary struc-
ture, which is numerically diffusive. The difference in
computer time requirements for each of the three
structures is small.

2.3. Species simulated

In the aerosol portion of the model liquids, ions,
and solids are simulated in each size bin. Table 1 lists
all aqueous, ion, and solid species currently accounted
for in the model.

2.4. Nucleation

The primary substances to nucleate homogen-
eously in the atmosphere are sulfuric acid and water,
together. However, heterogeneous nucleation rates of
sulfuric acid—water are several orders of magnitude
larger than homogeneous nucleation rates (e.g., Pilinis
et al., 1987). Further, in Los Angeles, where significant
particle surface area loadings exist, heterogeneous nu-
cleation rates are amplified. Nevertheless, homogene-
ous nucleation of sulfuric acid-water can be impor-
tant near locations such as Long Beach, where signifi-
cant sulfur dioxide emissions occur (e.g. Wexler et al.,
1994).

Early aerosol models of the Los Angeles basin used
classical nucleation equations to simulate homogene-
ous nucleation rates. However, this theory does not
predict observed nucleation rates in the atmosphere
well (e.g. Raes, 1992). Consequently, several recent
models have resorted to empirical parameterization
rates of sulfuric acid—water homogeneous nucleation
(e.g. Raes, 1992; Pandis et al., 1994; Russell et al., 1994;
Wexler et al., 1994). For this study, the parameteriz-
ation of Pandis et al. (1994) and Russell et al. (1994)
was used. While this parameterization was derived for
remote marine conditions, it was applied to Los
Angeles because no verified nucleation rate para-
meterization for urban air exists. While the para-
meterization may cause error in nucleation rate pre-
dictions, such errors may be reduced by the fact that
aerosol mass loadings in Los Angeles are dominated
by emissions and gas-to-particle growth, and coagula-
tion significantly reduces the number concentration of
nucleation-sized particles in the basin.
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Table 1. List of aqueous, ionic, and solid species in the model

Chemical formula

Chemical name

Chemical formula

Chemical name

Ionic species
H+

Na*

NH;/

OH~

HO;

Oz

HSO;

SO%~

HSO3;

S03-

SO;

SOs5

HSOs
HOCH,SO3
“OCH,SO3

Aqueous species
HNOj;(aq)
HO,NO,(aq)
OH(aq)
H,0,(aq)
H,0(aq)
O,(aq)
Os(aq)

SO, (aq)
H,S80,(aq)
NH;(aq)
HCl(aq)
Cl(aq)
CO,(aq)

Hydrogen ion

Sodium ion
Ammonium ion
Hydroxy ion
Hydroperoxy ion
Peroxy ion

Bisulfate

Sulfate

Bisulfite

Sulfite

Sulfate radical
Peroxysulfate radical
Peroxymonosulfate
Hydromethanesulfonate
Oxymethanesulfonate ion

Nitric acid
Peroxynitric acid
Hydroxyl radical
Hydrogen peroxide
Water vapor
Molecular oxygen
Ozone

Sulfur dioxide
Sulfuric acid
Ammonia
Hydrochloric acid
Chlorine atom
carbon dioxide

NOj3
NO;
Cl™

Cly
CIOH™
HCOj3
CO03~
CO3
HCOO~
CH,;COO~
Mg?*
Ca?*
K+
Mn(II)
Fe(ITI)

HCHO(aq)
H,C(OH),(aq)
HCOOH(aq)
CH;0OH(aq)
CH;0,(aq)
CH;0O0H(aq)
CH;COOH(aq)
CH;C(0O)OONO,(aq)
CH;C(O)OOH(aq)
CH;COCHO(aq)
CH;COCH;0,(aq)
NO,CH;C¢H;O0H(aq)

Nitrate ion

Nitrogen dioxide ion

Chloride ion

Dichloride ion

Chlorine hydroxide radical
Bicarbonate ion

Carbonate ion

Carbonate radial ion

Formate

Acetate

Magnesium ion

Calcium ion

Potassium ion

Soluble manganese (II) ion/complexes
Soluble iron (III) ion/complexes

Formaldehyde
Methylene glycol
Formix acid
Methanol
Methylperoxy radical
Methyl hydroperoxide
Acetic acid
Peroxyacyl nitrate
Peroxyacetic acid
Methyl gloxyal
Hydrated methylglyoxal
Nitrocresol

Chemical formula

Chemical name

Index of refraction

Density (gcm ™ 3)

Solids
Na,SO4(s)
NaHSO,(s)
NacCl(s)
NaNOs(s)
(NH4),SO4(s)
NH,HSO,(s)
NH,Cl(s)
NH,NO;(s)
(NH,)3H(SO,),(s)
EC(s)

OC(s)

Si0,(s)

AL, O5(s)
Fe,03(s)
CaO(s)
K,O(s)
Mn,04(s)
Pb,O(s)

Sodium sulfate
Sodium bisulfate
Sodium chloride
Sodium nitrate
Ammonium sulfate
Ammonium bisulfate
Ammonium chloride
Ammonium nitrate
Tri ammonium bisulfate
Elemental carbon
Organic carbon
Silicon dioxide
Aluminum oxide

Iron (III) oxide
Calcium oxide
Potassium monoxide
Manganese heptoxide
Lead suboxide

148 (1)
1.48 (6)
1.54 (1)
1.59 (1)
1.53 (1)
147 (1)
1.64 (1)
1.55 (2)
1.53 (7)
1.96-0.65i (3)
1.55 (2)
1.49 (1)
1.76 (1)
3.01 (1)
1.84 (1)
1.50 (5)
1.60 (5)
201 (1)

2.68 (1)
244 (1)
217 (1)
2.26 (1)
1.77 (1)
1.78 (1)
1.53 (1)
1.73 (1)
1.77 (7)
1.25 (4)
140 (2)
232 (1)
3.97 (1)
5.24 (1)
3.30 (1)
232 (1)
2.40 (1)
8.34 (1)

Species formula

Species name

Index of refraction

Density (gcm ™ 3)

Other
Residual

All other species

1.53-0.005i (2)

2.30(2)

Note: For the solid species, index of refraction and density data are also given.
(1) Lide (1993); (2) Sloane (1984); (3) Bergstrom (1972) wavelength dependent; (4) Horvath (1995) assuming EC(s) is 50%
voids; (5) Wexler et al. (1992); (6) assume same as for Na,SO,(s); (7) assume same as for (NH,),SO4(s).

2.5. Primary emissions

A major source of particles in the Los Angeles basin
is direct emissions. The gas and aerosol emissions

inventories used for Los Angeles air pollution studies

are discussed in Jacobson et al. (1996a) and Jacobson
(1996a), respectively.
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2.6. Coagulation

Coagulation affects the number and volume con-
centrations primarily of small particles. Simulating
coagulation in a model is important since, if coagula-
tion is neglected, erroneously large number concen-
trations of aerosols will be carried around in the
model. Even if the total mass concentration of aerosol
in the model is correct, the mass will be spread
among too many particles. Further, coagulation is
important for determining (a) the number concen-
tration of particles that surpass the critical radius
required for cloud drop nucleation and growth,
\(b) the size distribution of particles in the absence
of high aerosol growth rates, and (c) the evolution
of the size distribution of nucleated and newly
emitted materials. Further, in fogs and warm clouds,
where the number concentration of liquid drops
with large cross sections is significant, coagulation
(coalescence) is an important process affecting the size
distribution. Since coagulation solutions require rela-
tively little computer time relative to other processes,
there is no computational reason to neglect such solu-
tions.

Here, coagulation is shown to affect the number
and volume concentrations of particles less than 0.2
um in diameter when growth is non-existent or mod-
erate but to have less effect when growth is significant.
The coagulation algorithm used in the model is
a semi-implicit scheme that treats particles with any
size distribution. The scheme requires no iteration,
and its results have been tested against analytical and
fully implicit numerical solutions (Jacobson et al.,
1994). Here, the coagulation equations for one multi-
component, size-distributed particle type are given in
terms of number and volume concentration, respect-
ively. The final number concentration (time t) of par-
ticles in size bin k is predicted by

h _
M1 +U—Z§=1{ k! i,j,kuiﬂi.jni,tnj,t—l}
k
1+ hZ?’gl(l —Jr i) Brcjii— 15— 1

Ny,r =

©)

where B is the coagulation kernel (cm3No.”!s™1)
(calculated using the total volume of two particles),
i and j denote the size bins of the two coagulating
particles, k denotes a size bin to which the coagulated
pair is being partitioned, f; ; , is the fraction of the
total volume of the coagulated pair (v; + v;) that is
partitioned to bin k, k is the time step (s), and t — 1
indicates the initial time. The equations for obtaining
the fraction f; ; , was shown in Jacobson et al. (1994).
The fraction partitions the total volume of a coagu-
lated pair between two size bins, one with total vol-
ume smaller than and one with total volume larger
than the total volume of the coagulated pair. When
the moving-center size structure is used, the fraction,
fi.ji.k» and the coagulation rate, f; ;, must be recal-
culated, using current size bin volumes, before each
time interval of coagulation.

The right-hand side of equation (5) requires implicit
concentration values (time t). These values can be
obtained by solving equation (5) in the order k = 1 to
k = Np. The final volume concentration of each com-
ponent ¢ in size bin k is

Vo k-1 + hZZf:l (Zf;ll i,j,kﬂi.jvq,i,:n,‘,hl)
L+ hE N2 {(1 = fiojue) Brjje-1} '

Vo kot =

(6)

The total coagulation kernel used here is the sum of
the kernels for Brownian diffusion (Fuchs, 1964), con-
vective Brownian diffusion enhancement (Pruppacher
and Klett, 1978), gravitational collection (Pruppacher
and Klett, 1978; Ludlum, 1980), turbulent inertial
motion (Saffman and Turner, 1956), and turbulent
shear (Saffman and Turner, 1956). For small particles,
Brownian coagulation is always the dominant pro-
cess, while for larger particles all other kernels become
important. Consequently, inclusion of the remaining
kernels in simulating fog microphysical processes is
important.

To demonstrate the effect of coagulation on a par-
ticle size distribution, simulations of coagulation
alone, coagulation coupled to growth, and growth
alone were performed over an urban particle size
distribution. The initial size distributions for the simu-
lations were divided into four lognormal modes. Two
submodes were set in the accumulation mode in each
case, with geometric mean diameters near 0.2 yum and
0.5-0.7 um, respectively (Hering and Friedlander,
1982; John et al., 1989).

Once the particle distributions were created, coagu-
lation calculations were performed for an 8 h period
without interruption by other processes. In addition,
growth alone and growth coupled to coagulation
were simulated. The only growth process considered
was condensation of sulfuric acid. Results of the simu-
lations are shown in Figs 2a and b. Figure 2a shows
that coagulation alone caused the number concentra-
tions of particles smaller than 0.2 um in diameter to
decrease and those near 0.3 um in diameter to barely
increase. Growth alone, on the other hand, caused the
initial size distribution to shift to the right. The shift-
ing of particles to larger diameters caused the volume
concentration of these particles to increase as well
(Fig. 2b). When coagulation was combined with
growth, the number concentration of particles smaller
than 0.2 um decreased, but growth shifted the distri-
bution to the right, causing the number concentration
of particles between 0.2 and 0.5 um to increase. Thus,
growth plus coagulation pushed particles to slightly
larger sizes than did growth alone or coagulation
alone.

Figure 3 shows a comparison of the growth-only
and growth/coagulation solutions from Fig. 2a when
both the moving-center and full-moving particle size
structures were used. Since the full-moving size struc-
ture is non-diffusive with respect to growth, the figure
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Fig. 2. Estimated change in size-distributed aerosol: (a) num-
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coupled to coagulation were considered. Only condensa-

tional growth of sulfuric acid was considered. Initial

H,S0,(g) was 50 ugm % and the initial number concentra-
tion was 45,070 partic. cm~ 3. Also, T = 298 K.
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Fig. 3. Comparison of moving-center particle size structure
to full-moving size structure for the growth/coagulation and
growth-only cases shown in Fig. 2a.

shows that the moving-center size structure is also
relatively non-diffusive.

In the second test case of coagulation (Figs 4a and
b), both dissolutional and condensational growth
were considered. The dissolving species were HNO;,
NH;, and HCl, and the condensing species was
H,SO,. Further, in this case, equilibrium equations
were solved together with the water equation each
time step to estimate liquid water content of particles.
When growth occurred, more material converted
from the gas to particle phases than in the first test
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Fig. 4. Estimated change in size-distributed aerosol: (a) num-
ber concentration and (b) volume concentration over an 8 h
period when coagulation alone, growth alone, and growth
coupled to coagulation were considered. Both dissolutional
growth of HNO;, NH;, and HCIl and condensational
growth of H,SO, were considered. The particles initially
contained sulfate and sodium chloride as well as inert mater-
ial. When nitric acid and ammonia dissolved, equilibrium
equations were solved to determine aqueous partitioning
and liquid water content. Sulfuric acid was also allowed to
condense from the gas phase. Initial conditions were H,SO,
(@ =15ugm™3, ~ HNO; (9 =30pgm™3  NHj
(@ =10pugm~3, HCl (g =0pgm~> H,SO, (aq)=
10 ugm~3, NaCl (aq) = 15 ugm ™3, T =298 K, and r.h. =
90%.

case. As a result, even the smallest particles in the
second case grew to almost 0.2 um in diameter, and
the effects of coagulation on number and volume
concentration were less noticeable.

In sum, coagulation affects the number and volume
concentration of particles smaller than 0.2 ym in dia-
meter. However, such effects are reduced when growth
is coupled to coagulation. Nevertheless, growth plus
coagulation pushes particles to slightly larger sizes
than does growth alone or coagulation alone.

2.7. Growth, equilibrium, and aqueous chemistry

Processes that affect particle volume, but not num-
ber, concentration in the model include growth, chem-
ical equilibrium, and aqueous chemistry. Because the
rates of equilibrium (reversible) and aqueous (irrevers-
ible) reactions are very fast, and because aqueous
concentrations affect surface vapor pressures for
growth, equilibrium, and aqueous chemistry should
be solved nearly simultaneously. Two types of
growth processes are considered in the model,
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condensation/deposition and dissolution. Species that
condense in the model include water at r. h. > 100%
and sulfuric acid, among others. The equations for
condensational growth/evaporation are

de; de;
=k; .(C, — B} ; 4 it
kl.q( q l.qCS.l,q) + < dt )eq + < dt )aq (7)

dc, Ny
@

i=1

dCi’q

dt

I:ki,q(cq - Bg.qcs,i,q)jl9 (8)

where ¢; , is the mole concentration of species q in size
bin i (molcm ~? air), C, is the ambient vapor concen-
tration of species g in the gas phase (mol cm ™3 air),
C,,:,4 is the empirical surface vapor concentration of
a condensing species over a flat surface (mol cm™3
air), k; , is the mass transfer rate between the gas phase
and all particles of size i (s™'), B, is a Kelvin effect
term, (dc;, ,/dt).q is the rapid rate of change in particle
concentration of the species due to reversible equilib-
rium reactions within the particle (e.g. dissociation,
precipitation, etc.), and (dc; ,/dt),, is the rate of
change in concentration due to irreversible aqueous
chemistry. The mass transfer rate can be estimated as
ki, = nidnr; DY, where r; ,_, is the fluctuating radius
of a single particle, and D{'f ,_ ; is an effective diffusion
coefficient (cm? s ~!) that accounts for the geometry of
vapor collision with small particles and ventilation of
heat and vapor during sedimentation of large par-
ticles containing liquid water. A form of the effective
diffusion coefficient, as defined here, is given in Jacob-
son and Turco (1995).

The species that dissolve in the model include,
among others, nitric acid, ammonia, hydrochloric
acid, sulfur dioxide, and formaldehyde. The equations
for dissolutional growth/evaporation are

Ci,q

, dC,"q dC,"q
henegie)+ () ()

Np ¢
o m e mage)] oo

where H{,.-; is an adjusted Henry’s constant
(mol aerosol mol ™! gas). This term can be written as

dC,‘yq
dt
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H; g.1-1 = my¢; 1R, TH,, where m, is the molecular
weight of the dissolving species, ¢; ., is the liquid
water content of the aerosol or cloud drop (mol cm™3),
R, is the universal gas constant (kg atmmol ! K ™!),
T is temperature (K), and H, is the Henry’s constant of
the dissolving species (mol kg ™! atm 1),

In the model, the growth, equilibrium, and aqueous
chemistry terms are time split with a 15s interval
between them. Larger time intervals between growth
and equilibrium can cause oscillating predictions of
gas and aerosol concentrations (Jacobson, 1996b).
The sequence of solution is as follows: (a) intra-aero-
sol equilibrium is first solved to estimate initial aque-
ous molalities for the vapor pressure term in equa-
tion (9), (b) growth equations are solved between the
gas phase and all particle size bins, (c) intra-aerosol
equilibrium is solved a second time to partition the
mass of material that grew, among liquids, ions, and
solids, and (d) aqueous chemistry calculations are per-
formed. This sequence is repeated every 15 s.

Two numerical schemes were developed to solve
the Np+ 1 growth ordinary differential equations
represented by equations (7) and (8), and (9) and (10).
These include a sparse-matrix numerical integrator,
SMVGEAR II (Jacobson, 1995), and a pair of non-
iterative analytical predictor schemes. The growth
equations are extremely sparse; thus, the matrices of
partial derivatives used in the numerical integrator
require no fill-in. The analytical predictor schemes are
presented in detail elsewhere (Jacobson, 1996b).

The method used to solve multiple equilibrium,
activity coefficient, and water equations together,
while conserving mass and charge, is the mass-flux
iteration method (Jacobson et al., 1996b). Also, the
Zdanovskii-Stokes—Robinson (ZSR) water equation
(Stokes and Robinson, 1966) is solved to predict liquid
water content due to hydration when the relative
humidity is less than 100%.

Finally, irreversible aqueous chemical reactions are
similar to gas reactions in that they can be described by
first-order, ordinary differential equations (ODBEs).
SMVGEAR I is used to solve such equations. The
chemical reaction mechanism used is shown in Table 2.

Table 2. List of aqueous-phase chemical kinetic reactions, reaction rates, and photoprocesses used in the model

Reaction A B Ref.
1 SO,(aq) + Oj3(aq)-H,0(aq) » SOZ~ + O,(aq) + 2H™ 2.40 x 10* A
2 HSO; + Os(aq) - SO}~ + O,(aq) + H* 370 x 10° — 1856 A
3 SO%~ + Os(aq) - SO%™ + 0,(aq) 1.50 x 10° —17.72 A
4 HSO; + H,0,(aq) + H* -»S02~ + 2H* + H,0(aq) 7.45 x 107 — 15.96 A
5 SOZ%~ + Fe(Ill)-0,(aq), H,0(aq) » SOZ~ + H,0,(aq) + Fe(IIl) 9.50 x 107 ~2027  BC
6  HSO; + Mn(II)-O,(aq), H,0(aq) » SO?~ + H,0,(aq) + Mn(Il) + H*  1.00 x 10° ~3006  CcA
7 HSO; + OH(aq)-O,(aq) - SO; + H,0O(aq) 420 x 10° — 503 E
8 SO%~ + OH(aq)-0, - SO5 + OH™ 4.60 x 10° —5.03 E
9 HSO; + CH;00H(aq) + H* - SO}~ + 2H™* + CH;0H(aq) 1.90 x 107 —12.75 A
10 HSOj; + CH;C(O)OOH(aq) —» SO2~ + H* + CH,COOH(aq) 360 x 107 — 1342 E
7.00 x 10
11 HSOj; + HO,(aq) —» SO?~ + OH(aq) + H* 435% 10° A
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Table 2. (Continued)

Reaction A B Ref.
12 SO3~ + HO,(aq) » SO~ + OH(aq) 5.65x10° A
13 HSOj3 + O; —»S02~ + OH(aq) 4.35x 10* A
14 SO3™ 4+ 0; — H,0(aq) » SO%~ + OH(aq) + OH™ 5.65x 10* A
15 HSO; + HCHO(aq) » HOCH,SO3 7.90 x 102 —16.44 G
16 SO%~ + HCHO(aq) — H,0(aq) » HOCH,SO; + OH™ 2.48 x 107 —6.04 G
17 HOCH,SO35 + OH(aq)-O,(aq) - SO5 + HCHO + H,0O(aq) 1.40 x 10° —5.03 H
18 HSO; + Cl; — O,(aq) »SO5 +2Cl~- +H* 3.40 x 108 —5.03 D
19 SO2%~ 4+ Cl;-0,(aq) = SO5 + 2C1~ 1.60 x 108 —5.03 D
20 OH(aq) + HO;(aq) » H,0(aq) + O,(aq) 7.00 x 10° —5.03 1
21 OH(aq) + O; > OH™ + O,(aq) 1.00 x 10*° —5.03 I
22 OH(aq) + H,0,(aq) —» H,0(aq) + HO,(aq) 270 x 107 —5.70 J
23 2HO,(aq) - H,0,(aq) + O;(aq) 8.60 x 10° —7.94 K
24 HO,(aq) + O; — H,0(aq) - H,0,(aq) + O,(aq) + OH™ 1.00 x 108 —5.03 K
25 0O; + O3(aq) — H,0(aq) » OH(aq) + 20,(aq) + OH™ 1.50 x 10° —5.03 I
26 H,0,(aq) + O3(aq) » H,0(aq) + 20,(aq) ¥7.80x 1073 L
27 HCOj3; + OH(aq) » H,O(aq) + CO3 1.50 x 107 —6.41 M
28 HCO; + O; - HO; + CO3 1.50 x 108 N
29 COj; + 05 — H,0(aq) » HCOj3 + O,(aq) + OH™ 4.00 x 108 —5.03 O
30 COj; + H,0,(aq) » HO,(aq) + HCOj3 8.00 x 10° —9.46 (0]
31 0O; + Cl; - 2ClI~ + O,(aq) 1.00 x 10° —5.03 P
32 H,0,(aq) + Cl; —2Cl~ + HO,(aq) + H* 140x 105  —11.31 Q
33  H,0, + Cl(aq) » Cl~ + HO,(aq) + H* 4.50x 107 R
34 H,C(OH),(aq) + OH(agq)-O,(aq) » HCOOH(aq) + HO,(aq) + H,O(aq) 2.00x 10° —5.03 U
35 NO; + OH(aq) » NO,(aq) + OH™ 1.00 x 10*° —5.03 S
36 NO; + Os(aq) > NO3 + O,(aq) 5.00 x 10° —23.32 T
37 HCOOH(aq) + OH(aq)-O,(aq) » CO,(aq) + HO,(aq) + H,O(aq) 1.60 x 108 —5.03 \%
38 HCOO ™ + OH(aq)-0,(aq) = CO,(aq) + HO,(aq) + OH™ 2.50 x 10° —5.03 w
39 HCOO~™ + CO; — H,0(aq), 1.10 x 10% —11.41 X
0,(aq) = CO,(aq) + HCO3 + HO;,(aq) + OH™
40 HCOO~ + C;-0,(aq) = CO,(aq) + HO,(aq) + 2C1~ 1.90 x 10° — 872 Q
41 CH;COOH(aq) + OH(aq)-O,(aq) - HO,(aq) + CO(aq) 2.00 x 107 —6.25 Y
+ HCHO(aq) + H,O(aq)
42 CH;COO™ + OH(aq)-O,(1) » CO(aq) + HCHO(aq) + H,O(aq) + O3 8.00 x 107 —5.07 Y
43 CH;C(O)OONO,(aq) » NOj3 + products 400x 1074 4
44 CH;0,(aq) + HO,(aq) » CH3;00H(aq) + O,(aq) 4.30x 10° —10.07 H
45 CH;0,(aq) + O; — H,0(aq) » CH;00H(aq) + O,(aq) + OH™ 5.00 x 107 —5.37 H
46 CH;00H(aq) + OH — CH30,(aq) + H,0O(aq) 270 x 107 —5.70 H
47 CH;0H(aq) + OH(aq)-O,(aq) » HCHO(aq) + HO,(aq) + H,O(aq) 4.50 x 108 —5.03 w
48 CH;00H(aq) + OH(aq)-O,(aq) » HCHO(aq) + HO,(aq) + H,O(aq) 1.90 x 107 — 6.04 H
_ 49 SO5 + HSO;-0,(aq) » HSO5 + SO5 3.00 x 10° — 1040 D
50~--.SO5 + SO}~ —H*, 0,(aq) » HSO; + SOs~ 1.30 x 107 —6.71 D
51 SO; + O; — H,0(aq) » HSO5 + OH™ + O;(aq) 1.00 x 108 —5.03 H
52 SO5 + HCOO™-0,(aq) » HSO5 + CO;(aq) + O3 1.40 x 10* —13.42 H
53 SO; + SO5 — 2S04 + O5(aq) 6.00 x 108 —5.03 D
54 HSO; + HSO;-H* -2S803~ +2H" 7.10 x 10® — 1047 D
55 HSO; + OH(aq) —» SO5 + H,0(aq) 1.70 x 107 —6.38 H
56 SO; + HSO3-0,(aq) » SO%~ + H* + SO5 1.30x 10° —5.03 H
57 SO; + HO,(aq) »SO3™ + H* + O,(aq) 5.00 x 10° —5.03 H
58 SO; + 035 —»S03%™ + O,(aq) 5.00 x 10° —5.03 H
59 SO; + H,0,(aq) - SO3~ + H* + HO,(aq) 1.20 x 107 —6.71 P
60 SO; + NOj; - S02%™ + NO,(aq) 9.80 x 108 —5.03 AA
61 SO; + HCOO™-0,(aq) » SO2~ + CO,(aq) + HO,(aq) 1.10x 108 —5.03 AA
62 SO; + C1~ - S03%~ + Cl(aq) 2.60 x 108 —5.03 AA
63 H,0,(aq) + hv - 20H(aq) Radiation dependent BB
64 NOj + hv — H,0(aq) » NO,(aq) + OH(aq) + OH™ Radiation dependent BB

Note: For photodissociating species, the reference for the cross-sectional data is listed. The reaction rates (s~ I M~ t's ! or
M ~2s71) are written in the form
Ko = AePTo/T~D),

where A is the reaction rate at 298.16 K, T, is the reference temperature (298.16 K), T is temperature (K), and B =
— AH/(R*T,), where R* is the ideal gas constant and AH is the change in standard enthalpy. x: non-elementary rate expres-
sion K = K,[H*] + K,, where K; = A,eB?9815T-D and K, = 4,. y: non-elementary rate expression, K = K[03]7°.

Mechanism derived primarily from Pandis and Seinfeld (1989) and Jacob et al. (1989). Individual references: (A) Hoffmann
and Calvert (1985); (B) Conklin and Hoffmann (1988); (C) Martin and Hill (1987a); (Cc) Martin and Hill (1987b); (D) Huie and
Neta (1987); (E) Lind et al. (1987); (G) Boyce and Hoffmann (1984); (H) Jacob (1986); (I) Sehested et al. (1968); (J) Christensen et al.
(1982); (K) Bielski (1978); (aq) Martin (1984); (M) Weeks and Rabani (1966); (N) Schmidt (1972); (O) Behar et al. (1970); (P) Ross
and Neta (1979); (Q) Hagesawa and Neta (1978); (R) Graedel and Goldberg (1983); (S) Treinin and Hayon (1970); (T) Damschen
and Martin (1983); (U) Bothe and Schulte-Frohlinde (1980); (V) Scholes and Willson (1967); (W) Anbar and Neta (1967); (X)
Chen et al. (1973); (Y) Farhataziz and Ross (1977); (Z) Lee (1984); (AA) Wine et al. (1989); (BB) Graedel and Weschler (1981).
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Irreversible reactions are solved in the model when-
ever the liquid water content in an aerosol size bin
exceeds 5 ugm™3. Such a threshold could be much
higher since it appears that irreversible chemistry is
relatively unimportant within aerosols on urban-
simulation time scales. For example, Fig. 5 shows
a time-dependent comparison of coupled growth,
equilibrium, and aqueous chemistry in growing cloud
drops when sulfur dioxide dissolution and oxidation
are and are not included, respectively, in the calcu-
lations. Figure 6 shows the resulting distribution of
species in solution after the four-hour simulation. The
figures confirm that sulfur dioxide dissolution and
oxidation are very important in cloud droplets, even
on a short time scale of a few hours.

However, Figs. 7a and b show results after four
hours for the no dissolution case and dissolution case,
respectively, when aerosols instead of cloud droplets
were considered. The conditions for the aerosol simu-
lations were the same as those for cloud drop simula-
tions, except the relative humidity was 90% in the
former case but exceeded 100% in the latter case.
Figure 7b shows that dissolution and reaction of
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Fig. 5. Time series comparison of sulfate, bisulfate, bisulfite,
and water concentrations when cloud drops grew and when
sulfur dioxide (a) did not and (b) did dissolve and react in the
drops. Initial conditions were SO,(g) = 52 ugm~3, H,0,
(8) =10 pgm ™3, HNOs(g) =30 ugm™>, NH; (g) =10 ug
m~3, HCl(g) = 0 ugm ™3, H,SO, (g) = 15 ugm~3, H,SO,
(ag) =10 ugm 3, NaCl (aq) = 15 ugm 3, T =298 K, . h.
=100.01% for the first 10 min. Sulfuric acid condensed in
both cases.
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Fig. 6. Initial distribution and final particle composition for
the case in Fig. 5 in which sulfur dioxide dissolved and
reacted within the cloud drops.
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Fig. 7 Particle composition after four hours when sulfur
dioxide (a) did not and (b) did grow and react within aero-
sols. All initial conditions were the same as for Figs 5 and
6 except that the relative humidity here was 90%. The figure
shows that sulfur dioxide had little noticeable effect on the
sulfate distribution within aerosols after four hours.

sulfur dioxide had hardly any effect on the sulfate
distribution within aerosols after the 4 h period.

2.8. Sedimentation and dry deposition

Particle sedimentation is included in model. In sum,
size-distributed particles are permitted to fall from
one layer of the atmosphere down to any layer below
or to the surface. Sedimentation velocities are cal-
culated using a two-step iterative method described in
Beard (1976).

Particle dry deposition at the surface in the model is
calculated as

(11)

where R, (aerodynamic resistance) is the resistance to
turbulent transfer from the reference height (about
10 m) to the laminar sublayer just above the surface,
and R, (boundary resistance) is the resistance to mo-
lecular diffusion through the laminar sublayer (which
is about 0.1-0.01 cm deep) (e.g. Seinfeld, 1986). Equa-
tions for the aerodynamic and boundary resistances
are shown in McRae et al. (1982) and Russell et al.
(1993). Such equations rely on the friction velocity and
Monin—-Obukhov length, both of which are predicted
by the meteorological model.

Vdp,i = (Ra +' Rb + RaRbe,i)_l + Vf,i

2.9. Scattering and absorption

The model includes calculations of photodissoci-
ation rates, radiative heating rates, and meteoro-
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logical range. These parameters require spectral
extinction coefficient values. Total extinction includes
extinction by gas scattering, gas absorption, aerosol
scattering, and aerosol absorption. Rayleigh scatter-
ing is the only significant gas-scattering light attenu-
ation process. Further, nitrogen dioxide and ozone
absorption are the major gas absorption processes.
However, nitrogen dioxide affects extinction (and
therefore radiative transfer and visibility) only at high
mixing ratios and at wavelengths below (about)
500 nm. In the Los Angeles Basin during the 26-29
August 1987 SCAQS period, NO, mixing ratios typi-
cally ranged from 0.01-0.1 ppmv and occasionally
peaked near 0.15 ppmv at some locations during the
morning. A typical value was near 0.05 ppmv, which
results in an extinction coefficient of about 0.07 km ™!
at 400 nm and 0.01 km~! at 550 nm. The Kosch-
mieder equation, x (km) = 3.912/6¢ (4 = 550 nm),
gives a meteorological range of about 390 km for this
latter value. Ozone has a larger effect on extinction
than does nitrogen dioxide at wavelengths below
about 320 nm. Ozone mixing ratios during SCAQS
usually peaked at 0.05-0.25 ppmv. Nevertheless, the
cumulative effect of ozone, nitrogen dioxide, and
other gases on extinction is relatively small in com-
parison to the effect of scattering and absorption by
particles. )

Particle scattering and absorption extinction coeffi-
cients in the model are estimated as

Ng

Osp, i = Z nibgi, 1, bsp‘il = nrizQs(mhai,A) (12)
i=1
Ng

Oap, i = Z 1;bai, 2, bap.u = nriZQa(mbai,).) (13)

i=1

respectively. In these equations, n; is particle number
concentration, b is the scattering or absorption cross
section of a particle, Q is the scattering efficiency,
Q. is the absorption efficiency, m; is the complex index
of refraction, and a; ; = 27r;/A is the size parameter.
The scattering and absorption efficiencies are deter-
mined from a Mie code for stratified spheres (Toon
and Ackerman, 1981), using the following setup. First,
elemental carbon is assumed to be the core material
for Mie calculations. Hematite (x-Fe,O3), which is
found only near iron ore mining areas, and elemental
carbon are primary absorbing particulate species in
the atmosphere (Horvath, 1995); however, only el-
emental carbon is considered here. Second, the real
and imaginary indices of refraction of all other com-
ponents in a particle are volume averaged to obtain
an effective complex refractive index for the rest of the
particle (e.g. Horvath, 1993). Third, the Mie code is
used to calculate spectral scattering, absorption, and
backscattering efficiency given the volume of the total
particle, the volume of the elemental carbon core, and
the associated refractive indices. Default refractive
indices for several aerosol species are listed in Table 1.
Additionally, wavelength-dependent data for elemen-

tal carbon and liquid water were used from Bergstrom
(1972) and Hale and Query (1973), respectively.

To demonstrate the optical code, spectral scattering
and absorption extinction coefficients were calculated
for 4:30 PST on 27 August 1987, at Claremont. The
size distribution for this location and time was esti-
mated in the following manner. First, organic carbon,
elemental carbon, ammonium, nitrate, sodium, chlor-
ide, and total mass concentrations for sub-10 and
sub-2.5 um particles were obtained from SCAQS
Sampler data (B. Croes, California Air Resources
Board, personal communication). These data were
gathered by gravimetric techniques at a relative hu-
midity of about 45% (Countess, 1989). Much of the
difference between the total mass and the summed
mass of the constituents listed above was due to the
presence of additional organic carbon, crustal mater-
ial, and some liquid water (e.g. Meng et al., 1995).
Total organic carbon was crudely estimated by multi-
plying reported organic carbon mass by 1.4 (Meng et
al., 1995). Also, crustal material mass was estimated
by first assuming the crustal species were MgO,
Al O3, SiO,, K,O, CaO, and Fe,03, and then scal-
ing the masses of Mg, Al, etc., observed during
SCAQS, to the masses of the respective oxides of these
elements (Meng et al., 1995).

Second, the sub-2.5 um mass of all species, except
liquid water, was distributed with three lognormal
distributions. The smallest particles were fit into a nu-
cleation mode using lognormal parameters and mass
ratios estimated from Whitby (1978). The remaining
sub-2.5 um particles were fit into two accumulation
sub-modes. Hering and Friedlander (1982) observed
that the mass median diameter of particles containing
sulfate was about 0.20 um on dry days (r. h. 17-68%)
and 0.54 um on moist days (r. h. 26-100%). The
lognormal parameters for the sub-modes were esti-
mated from the distribution shown in Eldering et al.
(1994), which they had fit to data from Claremont for
27 August.

The third step was to distribute particle mass above
2.5 um with one lognormal mode peaking at about
6.5 um in diameter. The shape of this mode was
roughly fit from the constant value distribution as-
sumed in Eldering et al. (1994). A total of 16 size bins
were used to represent the distribution. The final step
was to estimate liquid water content in each size bin
by solving equilibrium equations together with the
ZSR water equation. Such calculations were per-
formed at a relative humidity of 45% to be consistent
with the fact that gravimetric measurements were
taken at approximately this humidity. At 45% humid-
ity, liquid water is a small component of total aerosol
mass. Figure 8 shows the number, area, and volume
concentration of particles estimated for this time and
location.

Mie calculations were performed to determine scat-
tering and absorption efficiencies at each wavelength
and particle size given the estimated composition
of each particle at each size. Finally, extinction
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Fig. 8. Number, area, and volume concentration size distri-

bution of the particles that were used in the extinction

coefficient calculation for Fig. 9. Sixteen size bins were used
to simulate the distribution.
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Fig. 9. Aerosol scattering and absorption extinction coeffi-
cients calculated using the size distribution in Fig. 8. The
circles represent data values.

coefficients at each wavelength were calculated
from equations (12) and (13). Results are shown in
Fig. 9.

The scattering coefficient measured by General
Motors Research Laboratories, (GM) interpolated to
4:30 PST on 27 August, was about 0.21 km~! at
475 nm wavelength (e.g. Eldering et al., 1994). This
compares to a predicted value shown in Fig. 9 of
0.19 km ™! at 475 nm, for an error of about 9.5%. The
measurement was made using a heated inlet nephelo-
meter; thus, the scattering coefficient was obtained for
relatively dry particles (Eldering et al., 1994). Since the
particle size distribution shown in Fig. 8 was obtained
for a relative humidity of 45%, both the size distribu-
tion and the scattering measurement were obtained
under similar water-content conditions. Finally, at
550 nm, the modeled absorption coefficient was
0.0216 km ™!, which compares to a SCAQS Sampler
data value of about 0.018 km ™. The resulting error
was 20%.

3. CONCLUSION

This paper described the numerical methods used
for simulating aerosol processes in the GATOR/
MMTD air pollution model. Such processes included

coagulation, chemical equilibrium, condensation, dis-
solution, evaporation, aqueous chemistry, sedimenta-
tion, dry deposition, and radiative effects.

Among the new techniques shown here was a size
bin structure that nearly eliminates numerical diffu-
sion during particle growth but allows treatment of
nucleation, emissions, coagulation, and transport in
a manner nearly identical to that treated by a station-
ary size structure. The structure is simple to imple-
ment. In addition, coagulation equations, adapted to
the new size bin structure, were shown. Simulations of
coagulation alone, growth coupled to coagulation,
and growth alone were compared for an urban air
pollution case. The simulations showed that coagula-
tion reduced the number and volume concentration of
particles less than 0.2 um in diameter both in the
presence and absence of modest rates of particle
growth. On the other hand, when growth rates were
fast, the effect of coagulation was reduced. Neverthe-
less, growth plus coagulation pushed particles to
slightly larger sizes than did growth alone or coagula-
tion alone. Dissolution and aqueous oxidation were
also discussed. Simulations were performed that con-
firm SO, dissolution and oxidation in cloud drops is
important over urban simulation time periods; how-
ever, such dissolution and oxidation in aerosols is not.
Finally, treatment of radiative processes was dis-
cussed. Predictions of scattering and absorption coef-
ficients compared well to data for a time and location
in the Los Angeles basin.
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