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•  Now that our computers are so fast and have so much 
memory, we should be putting some NLP into programs! 

•  Simple e.g.: The file command 
•  > file ~/current/NLP-notes 
•  /user/manning/current/NLP-notes: ASCII English text 
•  > file proposal.txt 
•  proposal.txt: data 

•  Uh oh! This is also English text.  Just has a couple of funny 
characters (Microsoft “smart quotes”) in it somewhere…. 

•  Are these “documents” English text to file? 
1.  I am going to go visit Sonoma county this weekend. 
2.  THE QUICK BROWN FOX JUMPS OVER THE LAZY DOG. 



•  Are these “documents” English text to the file command? 
•  I am going to go visit Sonoma county this weekend. 
•  THE QUICK BROWN FOX JUMPS OVER THE LAZY DOG. 

•  No!  Pure ASCII with the word ‘the’ or ‘The’ 
•  We can do better than this with probabilistic language 

models (markov models over character sequences)! 
•  Character-sequence probabilistic language models are very 

effective language recognizers. 
•  Far more robust: file is an overextended set of hacks…. 

•  Even Java vs. C++ can easily confuse it 

•  Now happening a little … at Microsoft, Google, … 



•  Everywhere. 
•  Most of the information in most organizations is material 

in human languages (reports, customer email, 
discussion papers, specifications, etc.) 

•  Lots of unstructured text/web information that we’d like 
to turn into usable knowledge 
•  employs(stanfordUniversity, chrisManning) 

•  We'd like computer agents to see meanings and be 
able to intelligently process text 



Back in the late 90s when I was occasionally building things that 
passed for knowledge management tools at Marathon Oil, there 
was all this talk about knowledge workers. These were people 
who'd have vast quantities of information knowledge at their 
fingertips. All they needed was a way to organize, classify, index, 
search, and collaborate with it. 

I think we've made it. But the information isn't organized like I had 
envisioned a few years ago. It's just this big ugly mess known as 
The Web. Lots of pockets of information from mailing lists, weblogs, 
software projects, communities, and company web sites are loosely 
tied together by hyperlinks. There's no grand schema or centralized 
database. There's little structure or quality control. No global 
vocabulary. 

But even with all that going against it, it's all indexed and easily 
searchable thanks largely to Google and the companies that 
preceded it (Altavista, Yahoo, etc.). Most of the time it actually 
works. 

Amazing! 





Called Human Rights Watch, the Israeli 
authorities to immediately lift restrictions 
that prohibit public school students in the 
Gaza Strip of books and basic school 
needs such as paper and pens. 





Called Human Rights Watch, the Israeli 
authorities to immediately lift restrictions 
that prohibit public school students in the 
Gaza Strip of books and basic school 
needs such as paper and pens. 

Called on Human Rights Watch organization the Israeli authorities 
to immediately lift restrictions that prohibit public school students in the Gaza Strip of books restrictions that deny public school students in the Gaza Strip books 



“Also knowing nothing official about, but 
having guessed and inferred 
considerable about, the powerful new 
mechanized methods in cryptography—
methods which I believe succeed even 
when one does not know what language 
has been coded—one naturally wonders 
if the problem of translation could 
conceivably be treated as a problem in 
cryptography.  When I look at an article 
in Russian, I say: ‘This is really written 
in English, but it has been coded in 
some strange symbols. I will now 
proceed to decode.’ ”  – Warren Weaver, 
March 1947 



“When I look at an article in Russian, I 
say: ‘This is really written in English, but 
it has been coded in some strange 
symbols. I will now proceed to decode.’ ”  
– Warren Weaver, March 1947 

“… as to the problem of mechanical 
translation, I frankly am afraid that the 
[semantic] boundaries of words in 
different languages are too vague … to 
make any quasi-mechanical translation 
scheme very hopeful.” 

 – Norbert Wiener, April 1947 



这     7人   中包括    来自    法国   和   俄罗斯   的      航           员        . 



Scoring:  Try to use phrase pairs that have been frequently observed. 
                Try to output a sentence with frequent English word sequences. 
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Scoring:  Try to use phrase pairs that have been frequently observed. 
                Try to output a sentence with frequent English word sequences. 

这     7人   中包括    来自    法国   和   俄罗斯   的      航           员        . 



•  Minister Accused Of Having 8 Wives In Jail 
•  Juvenile Court to Try Shooting Defendant 
•  Teacher Strikes Idle Kids 
•  China to Orbit Human on Oct. 15 
•  Local High School Dropouts Cut in Half 
•  Red Tape Holds Up New Bridges 
•  Clinton Wins on Budget, but More Lies Ahead 
•  Hospitals Are Sued by 7 Foot Doctors 
•  Police: Crack Found in Man's Buttocks 



•  Tree for: Fed raises interest rates 0.5% in effort to 
control inflation  (NYT  headline 5/17/00) 







•  Statistical NLP models: Combining sophisticated 
linguistics and machine learning models 

•  Unsupervised lexicon and grammar induction 
•  Learning of knowledge from reading (large amounts 

of) text data 
•  Statistical machine translation 
•  Learning about interdisciplinarity in science, politics, 

etc. from text 
•  NLP for other languages 
•  Statistical parsing, name recognition, joint learning, 

etc. 



LLNL EQ Lawrence Livermore National Laboratory  
LLNL LOC-IN California 
Livermore LOC-IN California 
LLNL IS-A scientific research laboratory 
LLNL FOUNDED-BY University of California 
LLNL FOUNDED-IN 1952 

“The Lawrence Livermore 
National Laboratory (LLNL) in 

Livermore, California is a 
scientific research laboratory 
founded by the University of 

California in 1952.” 



Structured knowledge 
extraction:  Summary for 

machine

Textual abstract: 


Summary for human


p53	

 is_a	

 protein	



Bax	

 is_a	

 protein	



p53	

 has_function	

 apoptosis	



Bax	

 has_function	

 induction	



apoptosis	

 involved_in	

 cell_death	



Bax	

 is_in	

 mitochondrial	


outer membrane	



Bax	

 is_in	

 cytoplasm	



apoptosis	

 related_to	

 caspase activation	



...	

 ...	

 ...	





2700 relations > 10 instances	



5.2 million instances	


3.7 million entities	



Training Set	

Corpus	



2.3 million articles	


31.5 million sentences	



Mintz, Bills, Snow, Jurafsky (2009)  Distant supervision for relation 
extraction without labeled data.  ACL-2009. 



•  a 



Astronomer Edward Hubble was born in Marshfield, Missouri 



•  Montmartre  IS-IN  Paris 
•  Fort Erie IS-IN Ontario 
•  Fyoder Kamesnky DIED-IN Clearwater 
•  Utpon Sinclair WROTE Lanny Budd 
•  Vince McMahon FOUNDED WWE 
•  Thomas Mellon HAS-PROFESSION Judge 



Feature   Precision 
Syntactic    .67 
Lexical     .66 
Both     .69 



•  Back Street is a 1932 film made by Universal 
Pictures, directed by John M. Stahl, and produced 
by Carl Laemmle Jr. 

•  Back Street and John M. Stahl are very far apart in 
surface string 

•  But are close together in dependency parse 
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•  Does premise P justify inference to hypothesis H? 
•  An informal, intuitive notion of inference: not strict logic 
•  Focus on local inference steps, not long chains of deduction 
•  Emphasis on variability of linguistic expression 

•  Robust, accurate textual inference would enable: 
•  Semantic search: H: lobbyists attempting to bribe U.S. legislators 

 P: The A.P. named two more senators who received contributions engineered 
by lobbyist Jack Abramoff in return for political favors. 

•  Question answering: H: Who bought J.D. Edwards? 
 P: Thanks to its recent acquisition of J.D. Edwards, Oracle will soon be able… 

•  Customer email response 
•  Document summarization 
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OK, the example is contrived, but it 
compactly exhibits containment, 
exclusion, and implicativity	



P 	

Jimmy Dean refused to move without blue jeans. 
H 	

James Dean didn’t dance without pants 

yes	
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                                                                 PP 

•  Tokenize & parse, etc. input sentences 
•  Identify items w/ special projectivity & determine scope 
•  Problem: PTB-style parse tree ≠ semantic structure! 

 Jimmy  Dean  refused  to  move  without  blue  jeans 
   NNP   NNP    VBD   TO  VB       IN       JJ    NNS 
          NP                                                         NP 

                                                  VP 
                                                    S 

•  Solution: specify scope in PTB trees using Tregex [Levy & Andrew 06]	



                                                         VP 

                                         VP 
                                 S 

+ + + – – – + + 

refuse↓ 

move 

Jimmy 
Dean 

without↓ 

jeans 

blue 

category: –/o implicatives 
examples: refuse, forbid, prohibit, … 
scope: S complement 
pattern: __ > (/VB.*/ > VP $. S=arg) 
projectivity: {=:=, ⊏:⊐, ⊐:⊏, ^:|, |:#, _:#, #:#}	
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P	

 Jimmy 
Dean 

refused 
to move without blue jeans 

H	

 James 
Dean did n’t dance without pants 

edit���
index	

 1	

 2	

 3	

 4	

 5	

 6	

 7	

 8	



edit���
type	

 SUB	

 DEL	

 INS	

 INS	

 SUB	

 MAT	

 DEL	

 SUB	



•  Alignment as sequence of atomic phrase edits 
•  Ordering of edits defines path through intermediate forms 

•  Need not correspond to sentence order 
•  Decomposes problem into atomic inference problems 
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•  Goal: predict entailment relation for each edit, based solely on lexical 
features, independent of context 

•  Approach: use lexical resources & machine learning 

•  Feature representation: 
•  WordNet features: synonymy (=), hyponymy (⊏/⊐), antonymy (|) 
•  Other relatedness features: Jiang-Conrath (WN-based), NomBank 
•  Fallback: string similarity (based on Levenshtein edit distance) 
•  Also lexical category, quantifier category, implication signature 

•  Decision tree classifier 
•  Trained on 2,449 hand-annotated lexical entailment problems 
•  E.g., SUB(gun, weapon): ⊏, SUB(big, small): |, DEL(often): ⊏ 
•  >99% accuracy on training data — captures relevant distinctions 
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P	

 Jimmy 
Dean 

refused 
to move without blue jeans 

H	

 James 
Dean did n’t dance without pants 

edit���
index	

 1	

 2	

 3	

 4	

 5	

 6	

 7	

 8	



edit���
type	

 SUB	

 DEL	

 INS	

 INS	

 SUB	

 MAT	

 DEL	

 SUB	



lex���
feats	



strsim=���
0.67	



implic: ���
–/o	

 cat:aux	

 cat:neg	

 hypo	

 hyper	



lex���
entrel	

 =	

 |	

 =	

 ^	

 ⊐ =	

 ⊏ ⊏ 
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inversion	



P	

 Jimmy 
Dean 

refused 
to move without blue jeans 

H	

 James 
Dean did n’t dance without pants 

edit���
index	

 1	

 2	

 3	

 4	

 5	

 6	

 7	

 8	



edit���
type	

 SUB	

 DEL	

 INS	

 INS	

 SUB	

 MAT	

 DEL	

 SUB	



lex���
feats	



strsim=���
0.67	



implic: ���
–/o	

 cat:aux	

 cat:neg	

 hypo	

 hyper	



lex���
entrel	

 =	

 |	

 =	

 ^	

 ⊐ =	

 ⊏ ⊏ 

projec-
tivity	

 ↑	

 ↑	

 ↑	

 ↑	

 ↓	

 ↓	

 ↑	

 ↑	



atomic���
entrel	

 =	

 |	

 =	

 ^	

 ⊏ =	

 ⊏ ⊏ 
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final answer	



P	

 Jimmy 
Dean 

refused 
to move without blue jeans 

H	

 James 
Dean did n’t dance without pants 

edit���
index	

 1	

 2	

 3	

 4	

 5	

 6	

 7	

 8	



edit���
type	

 SUB	

 DEL	

 INS	

 INS	

 SUB	

 MAT	

 DEL	

 SUB	



lex���
feats	



strsim=���
0.67	



implic: ���
–/o	

 cat:aux	

 cat:neg	

 hypo	

 hyper	



lex���
entrel	

 =	

 |	

 =	

 ^	

 ⊐ =	

 ⊏ ⊏ 

projec-
tivity	

 ↑	

 ↑	

 ↑	

 ↑	

 ↓	

 ↓	

 ↑	

 ↑	



atomic���
entrel	

 =	

 |	

 =	

 ^	

 ⊏ =	

 ⊏ ⊏ 

compo-
sition	

 =	

 |	

 |	

 ⊏ ⊏ ⊏ ⊏ ⊏ 

fish | human 

human ^ nonhuman 

fish < nonhuman 

For example:	





•  Chris Manning 
•  Dan Jurafsky 

•  Computational Linguistics 
and Speech (“language 
technology”) 

•  Enthusiastic, smart, and 
hard-working – or hungry 
– students welcome! 

•  nlp.stanford.edu 



Thank 
you! 


