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THE SPECTRAL NORM OF RANDOM INNER-PRODUCT KERNEL
MATRICES

ZHOU FAN' AND ANDREA MONTANARI"?

ABSTRACT. We study the spectra of p X p random matrices K with off-diagonal (i, j) entry equal to
n~Y2k(XTX; /n'/?), where X;’s are the rows of a p x n matrix with i.i.d. entries and k is a scalar
function. It is known that under mild conditions, as n and p increase proportionally, the empirical
spectral measure of K converges to a deterministic limit p. We prove that if k is a polynomial and
the distribution of entries of X; is symmetric and satisfies a general moment bound, then K is the
sum of two components, the first with spectral norm converging to ||u|| (the maximum absolute
value of the support of 1) and the second a perturbation of rank at most two. In certain cases,
including when & is an odd polynomial function, the perturbation is 0 and the spectral norm || K||
converges to ||u||. If the entries of X; are Gaussian, we also prove that || K| converges to |u|| for
a large class of odd non-polynomial functions k. In general, the perturbation may contribute spike
eigenvalues to K outside of its limiting support, and we conjecture that they have deterministic
limiting locations as predicted by a deformed GUE model. Our study of such matrices is motivated
by the analysis of statistical thresholding procedures to estimate sparse covariance matrices from
multivariate data, and our results imply an asymptotic approximation to the spectral norm error
of such procedures when the population covariance is the identity.

1. INTRODUCTION

Let X € RP*™ be a random matrix with i.i.d. entries of zero mean and unit variance, and let
XTI ... ,XpT denote the rows of X. We study in this paper random matrices K (X) € RP*P having
entries (K (X)) = % <%) for all ¢ # ' and (K (X)) = 0 for all ¢, for a function k£ : R — R.
Our main results pertain to the spectral properties of K (X), specifically its spectral norm, in the
asymptotic regime of random matrix theory where n,p — oo proportionally with £ — ~ € (0, 00),
and k is a fixed function independent of n and p. The study of such matrices K(X) in this regime
was initiated by Xiuyuan Cheng and Amit Singer in [9]. Following [9], we will call k£ a “kernel
function” and K(X) a “random inner-product kernel matrix”.

Our study of this random matrix model is motivated by the following statistical application:
Suppose Yi,...,Y, € RP represent n i.i.d. observations of a random vector with mean zero and
unknown covariance matrix ¥ € RP*P, and we wish to estimate 3 from these observations. If p is
of comparable size to n, then the standard sample covariance matrix 3= %Z?Zl YiYiT is a poor
estimator of ¥, and in general one cannot hope to estimate 3 with high accuracy. However, if it is
known a priori that ¥ is sufficiently sparse, i.e. most of its off-diagonal entries are zero, then it may
still be possible to estimate X accurately under this assumption. A popular procedure for performing
this estimation is to apply elementwise hard-thresholding to f), i.e. to preserve those entries of )y
that are greater than 7 in magnitude and to set the remaining entries to 0, for some threshold level
7 := 7(n,p) [4, 13]. Modifications of this procedure that apply continuous thresholding functions
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2 THE SPECTRAL NORM OF RANDOM INNER-PRODUCT KERNEL MATRICES

elementwise to 3 have also been proposed and studied [25]. Such procedures have found application
not only in problems where covariance estimation is the end goal, but also as subroutines of other
statistical methods that require covariance estimation as an intermediate step, including procedures
for sparse principal components analysis [18, 10] and sparse linear discriminant analysis [26].

If the true covariance matrix ¥ is truly sparse in a suitable sense, and if the threshold level is set
toT=c 10% for a sufficiently large constant ¢ > 0, then it may be shown that the spectral norm
error of such an estimator converges to zero as n,p — oo [4, 13|, and furthermore that the rate of
convergence is minimax optimal over certain classes of sparse matrices [5]. However, these results
do not provide an accurate estimate of how large one should expect this error to be for any specific
choice of threshold level 7. To study this question, it is more natural to consider the asymptotic
regime in which hard-thresholding is performed at the level 7 = ﬁ for a constant ¢, so that 7 is of
the same order as the typical “noise level” of the off-diagonal entries of 3. Then the entries of this

T x/
thresholded covariance estimator are precisely given by ﬁ (Xi/g i), where XiT = (Y1, ..., V),

and k(x) is a thresholding function (e.g. k(x) = z1{|z| > ¢} in the case of hard-thresholding). If
the true covariance matrix X is Id,xp, the p X p identity matrix, and Yj; are in fact i.i.d., then
we are led to the matrix model K (X) studied in this paper. As the diagonal of 3 (thresholded
or not) converges to Id,x, in spectral norm under weak conditions when ¥ = Id,y,, we define
K(X) with zero diagonal, so that the spectral norm ||K(X)]|| is asymptotically equivalent to the
spectral norm error of the thresholded covariance estimator. One of our main results, Theorem
2.10 below, will imply that for an odd and continuously differentiable thresholding function k, if
the data has standard Gaussian distribution and ¥ = Id,x,, then the spectral norm error of the
thresholded covariance estimator converges almost surely to a positive deterministic constant in this
asymptotic regime. Our theorem characterizes the dependence of this constant on the thresholding
function k. For a given problem of size n and p and threshold level 7, this provides an asymptotic
approximation to the error of the covariance thresholding estimator. We believe that many of the
conditions of Theorem 2.10, such as the normality of the data and the continuous-differentiability
of the threshold function k, may be relaxed.

Whether ||K(X)|| converges is also a natural question to ask from the perspective of random
matrix theory, and it was posed as an open question in [9]. For the identity kernel k(z) = =, K(X)
is equal to the sample covariance matrix %X X7 excluding the diagonal. Under weak moment
conditions on the entries z;; of X, it is easily verified when k(z) = = that [|K(X) — (2XXT —
Idyxp)|l = 0 a.s. as n, p — oo. Hence, when k(z) = x, many asymptotic properties of the spectrum
of K(X), including the limit of its empirical spectral measure and the limit of its largest and smallest
eigenvalues, match those of the matrix %X X7 translated by —1. The asymptotic spectral behavior

of %X XT in the large n and p limit is, by now, well-understood. The empirical spectral measure
of %X XT converges weakly a.s. to a deterministic limit i Py With compact support, known as
the Marcenko-Pastur law [23]. Almost-sure convergence of the largest eigenvalue of %X XT to the
upper endpoint of the support of p1yrp was proven in [16] assuming certain moment conditions,
and these conditions were later weakened in [34] to existence of the fourth moment of x;;. Almost
sure convergence of the smallest eigenvalue of %X XT to the lower endpoint of the support of i3/ Prys
when v < 1, was shown in [1]. The fluctuations of the extremal eigenvalues of %X XT around their
almost sure limits are also understood—for instance, assuming that z;; ~ N(0,1), it was shown
in [17] that, after appropriate centering and rescaling, the distribution of the largest eigenvalue of
%X XT converges weakly to the Tracy-Widom law of order 1, first introduced in [30] as the limiting
distribution of the largest eigenvalue of the Gaussian Orthogonal Ensemble. This result has been
extended to more general distributions of z;; satisfying exponential decay conditions in [24].

For the case of a general kernel function k, the main theorem of [9] establishes that, if z;; ~
N(0,1), then the empirical spectral measure of K (X) also converges weakly a.s. to a deterministic
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limit, under certain mild assumptions on k. This limit distribution, which we denote as g4, ~
(c.f. Definition 2.3 below), depends on k through its orthogonal decomposition in the Hermite
2

polynomial basis of La(q(x)dx), where ¢(z) = \/%e_% is the standard Gaussian density. When

k(x) = x, fta,~ coincides with the Marcenko-Pastur law pasp,, translated by —1. Quite remarkably,
if £ has no linear component in its Hermite polynomial decomposition, then the limiting spectral
distribution i, , is an appropriately scaled version of Wigner’s semicircle law. In the general
setting, a characterization of the limiting measure jiq,,, was given in [9] in terms of an implicit
equation in its Stieltjes transform, restated as eq. (1) below. This result was shown to hold for
more general distributions of x;; having moments of all orders in Theorem 3 of [11].

We observe that the limiting spectral distribution g, of K(X) is in fact the additive free
convolution, as defined by Dan Voiculescu in [32], of a scaled semicircle law and a scaled and
translated Marcenko-Pastur law. As such, it is also the limiting spectral distribution of a random
matrix W+ V, for W € CP*P a real symmetric or complex Hermitian Wigner matrix and V' € RP*P
a deterministic diagonal matrix whose empirical spectral measure converges to this scaled and
translated Marcenko-Pastur law [33, 12]. Such matrices have been referred to as “deformed Wigner
matrices” or “Wigner matrices with external source” in the random matrix theory literature, and
they have been the subject of much recent study. For instance, if W is distributed as the Gaussian
Unitary Ensemble and V' does not have eigenvalues outside of the support of its limiting spectrum,
then the results of [6] and [22] imply that in the limit of large n and p, no eigenvalues of W + V
fall outside of supp(tta,v,y) + (—¢,€) a.s. for any € > 0, and in particular, the largest and smallest
eigenvalues of W + V' converge to the upper and lower boundaries of supp(jta,,,~). More generally,
if V has a finite number of fixed “spike” eigenvalues outside of its limiting support, then W 4+ V
may have corresponding spike eigenvalues outside of supp(fte,y) as well, and the conditions for
existence and the limiting locations of these spike eigenvalues of W + V are fully characterized in
[6]. Under various assumptions on W and V, more detailed results regarding the fluctuations of
the spike eigenvalues of W + V' and the eigenvalues at the edges of supp(pq,.,y) have also been
obtained, see e.g. [27, 7, 20].

In comparison, the spectral norm and largest and smallest eigenvalues of the random inner-
product kernel matrix K(X) are not well-understood when the kernel function % is nonlinear.

In previous work, Lemma 4.2 of [9] showed that E| K (X)| < Oq(n'/*) when the kernel function
XTI X,

k(x) := ky(z) is the degree-d orthogonal polynomial with respect to the distribution of , and

the authors conjectured that the true size of E|| K (X)|| in this case should be O4(1). Proposition 6.2
of [10] used Gaussian concentration of measure results and a covering argument to show that, when
x;; have Gaussian distribution, || K (X)|| < O-(1) with high probability when k(x) = sgn(x)(|z|—7)+
is the soft-thresholding function at level 7 > 0. We are not aware of existing results that establish
whether || K(X)||, Amax(K (X)), and Apin(K (X)) converge to the respective quantities sup{|z| :
x € supp(flap~)}, sup{z : & € supp(plap~)}, and inf{x : z € supp(pq,~)} for any nonlinear kernel
function k.

In this paper, we provide an analysis of the spectral norm || K (X)|| for the case where k is a poly-
nomial function and the distribution of z;; is symmetric and satisfies Assumption 2.1 below. Our
results imply (Corollary 2.7) that ||K(X)|| converges a.s. to ||pa|| = sup{|z| : € supp(ta,vy)}
either when x;; ~ %5,1 + %51 or when the Hermite polynomial decomposition of k& has no degree-2
component. The latter condition holds, in particular, if £ is an odd polynomial function. More
generally (Theorem 2.6), we exhibit a decomposition K(X) = K(X) 4+ R(X), where the empirical
spectral distribution of K (X) converges weakly a.s. to fiq,.~, | K (X)]|| converges a.s. to ||fta~l|, and
R(X) is a rank-two perturbation matrix whose two nonzero eigenvalues converge to fixed quantities.
In the limit of large n and p, R(X) may contribute “spike” eigenvalues to K (X) that fall outside
of supp(ta,vy) and in particular may be larger in magnitude than ||jq,.,,||, and we conjecture that
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these spike eigenvalues have deterministic limiting locations that match those of a deformed Wigner
model as characterized in [6].

We believe that our main result may be extended to certain classes of non-polynomial functions
k via polynomial approximation arguments, although the details are non-trivial. As one instance
of such an extension, we show that if k£ is an odd and continuously-differentiable function whose
derivative k'(x) grows at most exponentially in x, then ||K(X)|| converges to ||fq,| when x;;
have Gaussian distribution (Theorem 2.10). Such an extension is important for the applicability
of our results to the statistical covariance estimation application previously discussed, and further
relaxations of the conditions imposed on k and the distribution of x;; are an interesting avenue for
future work.

Let us remark that in order for the empirical spectrum of a kernel random matrix to converge
to a deterministic limit, the entries of the matrix must be scaled appropriately as n and p increase.
When £k is nonlinear, scaling inside and outside of the kernel function k& are not interchangeable
and can lead to very different asymptotic behaviors. When z;; are independent with unit variance,
XTI X, is of typical size O(n) for i = i’ and O(y/n) for i # . In [14], Nourredine El Karoui
first explored the spectral behavior of kernel random matrices in the large n and p limit under

the scaling (K(X));» = k (#) for a fixed function k. Under this scaling, k is applied to

diagonal entries of size O(1) and to off-diagonal entries of size O (ﬁ) Theorem 2.1 of [14]
implies that if k is locally smooth at 0 and 1, then ||K(X) — M(X)|| — 0 for the simpler matrix

M(X) = (k(o) + k’;f{”) 1,17 + K(0)XX% 4 (k(1) — k(0) — ¥(0)) Idyxp- In particular, the off-

diagonal entries of M (X) depend on k only through its Taylor expansion at 0. As a consequence of
this result, the limiting spectral distributions of K(X) and M (X) are identical, and it is given by
shifting and rescaling the Marcenko-Pastur law. Furthermore, the largest and smallest eigenvalues
of K(X) and M(X) have the same almost sure limits. It was concluded in [14] that the asymptotic
spectral properties of K (X) are “essentially linear”. In contrast, we remove the matrix diagonal and

apply the scaling (K (X)) = ﬁk (XiT/)ﬁ(il

k. This scaling applies k to off-diagonal entries of typical size O(1) and yields the more interesting
“nonlinear” behavior discovered in [9]. Consideration of this scaling is strongly motivated by the
covariance thresholding application previously discussed.

A formal statement of our definitions, assumptions, theorems, and conjectures, as well as a
high-level outline of the proof, are provided in Section 2. The proof of our main result regarding
polynomial kernel functions k is given in Sections 3-5, with details deferred to two appendices.
Finally, the proof of our extension to odd and continuously-differentiable kernel functions in the
Gaussian case is given in Section 6.

) to the off-diagonal entries, again for a fixed function

2. MAIN THEOREMS AND DISCUSSION

2.1. Background and statement of results. Let X = (z;; : 1 <i < p,1 <j <n) € RP*" be
a matrix whose entries x;; are a collection of independent and identically distributed real random
variables, satisfying the following conditions:

Assumption 2.1. (1) E[zs5] =0 and IE[:U%} =1.

(2) E[|xij|*] < k% for all k > 2 and some o > 0.

(3) The distribution of x;; is symmetric, i.e. x; L —Tjj.
Let X' = (z;;: 1 < j <n) € R" denote the i*" row of X.

Definition 2.2. For a kernel function k: R — R, and X € RP*" the random inner-product
kernel matrix associated to k and X is given by K, ,(X) = (ki : 1 < i,i' < p) € RP*P with
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entries

0, =1

XTx, .,
ki = {\}ﬁk< Z\/EZ)’ i#

Throughout, we will use capital variables to denote matrices and vectors, and lowercase variables
to denote (random or deterministic) scalars. We will use ,4’, 1, 72, . . . to denote indices in {1, ..., p}
and j,j', 1, j2, . .. to denote indices in {1,...,n}. The notation K, , refers to the a matrix whose
definition depends on n and p; k;; refers to the (i,4’) entry of K, ,, and for convenience we suppress
the dependence of k;;; on n, p.

Assumption 2.1 specifies conditions on the distribution of x;;. The moment condition in part
(2) of Assumption 2.1 was also assumed in the analysis of the spectral norm of standard sample
covariance matrices in [16], and in particular, it is satisfied by any sub-Gaussian or sub-exponential
random variable (c.f. Definitions 5.7 and 5.13 of [31]). It is possible to weaken this assumption using
truncation arguments, and we have not made an attempt to do so here. Part (3) of Assumption 2.1,
that the distribution of x;; is symmetric, is required for our subsequent combinatorial arguments,
although it is probably not a necessary condition for our main results to hold.

The study of matrices K, ,(X) in Definition 2.2 in the asymptotic regime of large n and p was
initiated by Xiuyuan Cheng and Amit Singer in [9], in which it was shown that the empirical spectral
distribution of K, ,(X) converges weakly a.s. to a deterministic limit. To describe this limit, recall
that for a probability measure p on R, its Stieltjes transform is the function m : Ct — C* given
by

p(dA)
miz) = [ R
where C* = {z € C : Imz > 0} is the upper-half complex plane. The measure p is uniquely
determined by its Stieltjes transform and may be recovered from the inversion formula

1 b
w(la, b)) =lim — [ Imm(\ + ie)dA

e=0m J,

for any a, b that are continuity points of . (See Theorem B.8 of [2].)

Definition 2.3. For v,y > 0 and a € [—\/v,\/V], let m(z) := mq,(2) be the unique solution to
the equation

I T S v—a®)m(z), ze€CT
m(z) + (1 1+a7m(z))+7( Jm(2), €C (1)

with m(z) € C*. Let g, be the measure on R having Stieltjes transform m(z), let supp(ta,v,~)
denote its support, and let ||fiq,u| = sup{|z| : x € supp(ta,p~)}-

It was shown in [9] that m(z) is well-defined and that pi,. is a probability measure with
continuous density and compact support. (Note that in our notation, n and p are reversed from
their definitions in [9], and v = lim,, ;, ;00 £ corresponds to % in [9].) The following result establishes
weak convergence of the empirical spectral measure of K, ,(X) to fia,,; it is implied by Theorem
3 of [11] and Remark 3.2 and Lemma C.2 of [9]. The result was first shown in [9] in the case
where z;; ~ N(0,1) and was extended to more general distributions of z;; in [11] via Lindeberg’s
swapping argument.

22
Definition 2.4. Let q(z) = \/%76_7 be the standard Gaussian density. Let {hq}32, be the Hermite

polynomials orthonormal with respect to L?(q(x)dx), i.e. hy is of degree d and, for & ~ N(0,1),
Elha(E)hy(€) =1 if d=d and 0 if d # d'.

Theorem 2.5 (]9, 11]). Suppose k : R — R satisfies E[k(£)] = 0 and E[k(£)?] < oo for & ~ N(0,1).
Let k(x) = Y2 aghq(x) be the expansion of k in the Hermite polynomial basis, where convergence
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of the sum is in the sense of L*(q(x)dz), and let a = a1 = E[¢k(§)] and v = Y32, a3 = E[k(£)?].

Let X € RP*™ be a random matriz with i.i.d. entries having finite moments of all orders, and let XZT

2
denote the i row of X. Suppose that ’E [k(&)?* —E [k (%) } ‘ — 0 asn — oo, let Ky, ,(X) be

as in Definition 2.2 with kernel function k, and let \y,..., X\, be the eigenvalues of Ky, ,(X). Then,
as n,p — oo with £ — ~ € (0,00),

1 p
- Z 5)\i = Ma,u,’yy
p i=1

where %Zle Oy, is the empirical spectral measure of Ky ,(X), fay~ is the measure in Definition
2.3, and the convergence holds weakly a.s.

This weak convergence result does not necessarily imply convergence of || K, ,(X)|| to ||fa,uylls
as it only ensures that there are at most o(n) eigenvalues of K, ,(X) falling outside of the support
of fiq,v~. The following theorem, which is the first main result of this paper, examines this question
of convergence of spectral norm in the case where the kernel k(x) is a polynomial function.

Theorem 2.6. Suppose k(z) = 25:1 aghq(z) where hy is the Hermite polynomial of degree d
as in Definition 2.4 (so k(x) is a polynomial function with E[k(§)] = 0 for & ~ N(0,1)). Let
a=a =E[Ek(€)] and v = a3 +...+a% = E[k(£)?]. Let X satisfy Assumption 2.1, let K, ,(X) be
as in Definition 2.2 with kernel function k, and suppose n,p — oo with £ — ~. Then K, ,(X) =
Ky p(X) + Ry p(X), where

(1) limn,pﬁoo Hf(n,p(X)H = lttapyll as.
(2) Ry p(X) is of rank at most two. Specifically, letting Vi, »(X) = (v; : 1 < i < p) € RP be the

21
vector with entries v; = Y1, xlj/ﬁ and denoting 1, = (1,...,1) € RP,

R p(X) (Vap(X)1y + 1,V p (X)T).

nﬂ

Note that in this theorem, IN(mp(X ) also has p,, as its limiting spectral measure, since this
limit is unaffected by perturbations of finite rank. (See Theorem A.43 of [2].) Hence this theorem
characterizes K, ,(X) as the sum of two components, the first of which has spectral norm converging
to ||fta,v~|| as expected, and the second of which might contribute additional spike eigenvalues to
K, »(X) that may be larger in magnitude than ||zt4,~||. This theorem has the following immediate
corollaries.

Corollary 2.7. Under the assumptions of Theorem 2.6, if ag = 0 or if z;; ~ %(5_1 + %(51, then
limy, psoo [ Knp(X)|| = |Havy|| almost surely. In particular, if k is an odd polynomial function,
i.e. k(—x) = —k(x), then ||[Kp p(X)| = || ptapy|| almost surely.

Proof. 1f as = 0 or x;; ~ %5,1 + %61, then ]:Znyp(X) =0, so the result follows from Theorem 2.6. If
k is an odd function, then ay = 0. ]

Corollary 2.8. Under the assumptions of Theorem 2.6, if ap # 0 and x;; is not distributed as

- Bzt —1
%5,1 + %51, then the two non-zero eigenvalues of Ry, ,(X) converge a.s. to Lagy xg

Proof. Letting V := V,,,(X) = {v; : 1 < i < p} be as in Theorem 2.6, we may compute
~ ~ 2
Te Ry (X) = 2250 vy and Tr Rap(X)? = 3 (S0 0)® +pIVI3). 1f A and Ao are the

two non-zero eigenvalues of f%n,p(X ), then this implies \; + Ay = Lfozl v; and Mg =
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2_\2_ )2 2
w = % <(Z§’:1 v;)* —pHVH%), so A1 and \g are the roots of the equation
P 2 P
agﬂ a
M- Zvi )\+722 sz -pllVI3
[t 2n i=1
By the law of large numbers, lim, o0 - Zz 1 = 0 and limy, ;00 :L/ 2 — y}(Ex? i~ 1) almost
surely. Since the roots of a polynomial are continuous in its coefficients, the result follows. ([l

Corollary 2.9. Under the assumptions of Theorem 2.6,

limsup || Knp(X)| < [Hapall +lazlv\| —5—
n,p— 00

almost surely.

Proof. As || Knp(X)|| < 1 Knp(X)| + [[Rnp(X)]|, this follows from Theorem 2.6 and Corollary
2.8. ]

Corollary 2.7 implies that if k() is an odd polynomial function, then || K, ,(X)|| = ||tta,vq]l-
In the case where z;; have Gaussian distribution, we extend this conclusion to more general odd
kernel functions in our second main result.

Theorem 2.10. Suppose k : R — R is an odd function, i.e. k(—z) = —k(x), and that it is contin-
uously differentiable with lim sup|y|_, loglM@)| — oo, Let k(z) =3 g2, agha(x) be the expansion of

|z
k in the Hermite polynomial basis of Definition 2.4, where convergence of the sum is in the sense of

L*(q(z)dx), and let a = a1 = E[¢k(E)] and v = Y02, a3 = E[k(£)?] for £ ~ N(0,1). Let X € RP*"

have entries x;; i N(0,1), let K, ,(X) be as in Definition 2.2 with kernel function k, and let
n,p — oo with 2 — ~. Then, almost surely,

i (K p (X = llHasl-

Note that, by the assumptions of Theorem 2.10, |k(x)| < Ce€l*l for some constant C' > 0 and
all z € R, so v = E[k(£)?] < oo and the Hermite polynomial decomposition of k is well-defined.

2.2. Discussion and conjectures. We observe in the following proposition that the limiting
measure i, of Definition 2.3 is the additive free convolution [32] of a semicircle law and the
Marcenko-Pastur law translated by —1 and scaled by a. Recall that for a probability measure p
with Stieltjes transform m(z), there exist n, M > 0 such that Z —% is injective on {z € C™ :

Imz > nRez,|z| > M}. Denoting the inverse of z — — ( ) on this domain as S(z), the Voiculescu

R-transform of 1 is given by the function R(z) = S(2) — 1. For two probability measures p and v
on R with R-transforms R, and R, their free additive convolution yHwv is the probability measure
whose R-transform is given by R.m,(2) = R.(2) + R,(2) [32, 21, 3].

Proposition 2.11. Let us. be the semicircle law with density

pise(dx) = /Ay (v — a?) — x2]l[ 2\/7(’/_&2),2\/7(,/_(12)} (z)dz.

Let piprpshipe be the Marcenko-Pastur law with parameter vy, translated by —1 and scaled by a. (If
v <1 anda >0, then pppshife has density

1 (27— 8) (£ -7 +2,7)
2 v(z + a) Lay—2a,/7,ay+2ay] (z)dz.

papshift(de) =
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If v > 1 and a > 0, then parpshife 15 a mizture (1 — %) do + %/}MP,shift where [iprpshife has the

above density. If a = 0, then pinrpshise = d0.) Then paw~ given in Definition 2.3 is equal to the
free additive convolution puse B piprpshife-

Proof. The semicircle law pg. has Stieltjes transform

Mse(2) = M (z — \/22 —4y(v — a2)) ,

and when a > 0, parpshife has Stieltjes transform

—y =2+ /(B ) 4y
2y(z +a)

Here, the branch of the square-root function is chosen to have positive imaginary part. (See Lemmas
2.11 and 3.11 of [2].) The first equation implies —m =2+ (v — a®)ms.(2). When a = 0, this
is precisely eq. (1) defining fiqu~, SO flsc = Hapy- When a > 0, the second equation implies

mMP,shift(z) =

S S — -1 _ ) i
@) = A +a <1 1+a7mMp,sh¢ft(z)>’ and the R-transforms of g and parpshife are given

by Rsc(z) = v(v — a*)z and Rypshifi(z) = —a <1 - 1 ), respectively. Then the R-transform

l1—avyz
Of Msc Eﬂ IL’LMP,Shift is given by RMscBaM]bIP,s}Lift (Z) = —a (1 - 1—}172’) + ’Y(V - a’2)27 SO the StleltJeS
transform 1y, @y, p g (2) satisfies
1 1
=—af(1l—-—" )= —a? -
Foe ( s cwm(z)) W= mlE) - ey

at least on an open sub-domain of C*. This agrees with eq. (2.3) defining the Stieltjes transform of
a,v, and as the Stieltjes transform of any measure is analytic on C*, these functions must agree
on all of C*. Then g,y = ptsc B parpshife- O

In particular, if a = 0, then the measure jiq,  is the semicircle law ., and if a’® = v, then it
is the translated and scaled Marcenko-Pastur law jipsp spife. (See also Remarks 3.6 and 3.7 of [9].)
By Remark 2.2 of [6], when v < 1 or a = 0, the support of ji4,~, must be a single interval, and
when v > 1 and a > 0, it must either be a single interval or the union of two disjoint intervals.
We observe that when a = 0, the measure pg, , is symmetric, and hence Theorem 2.6 implies the
almost sure convergence of both the largest and smallest eigenvalues of f(n,p(X ) to || pta,vy |- In
general, [, is not symmetric, and Theorem 2.6 provides information on only one of these two
eigenvalues. Furthermore, when fi, .~ has two disjoint intervals of support, Theorem 2.6 does not

describe whether f(n,/p(X ) has eigenvalues in between these two intervals of support. We conjecture
that, in fact, K, ,(X) has no eigenvalues outside of the limiting support, in the following sense.

Conjecture 2.12. Under the assumptions of Theorem 2.6, for any € > 0,

lim P[3ie{1,...,p}: dist(N (K p(X)), supp(pta,n,y)) > €] =0,
7p

n,p—oo
where dist(z,C) = inf{|z —y| : y € C}.

Turning to the rank-two matrix Ry, ,(X) of Theorem 2.6, we note that R, ,(X) may contribute
“spike” eigenvalues to K, ,(X) that fall outside of the support of the limiting spectral measure
ftaw~- The entries of Ry, ,(X) and K, ,(X) are dependent, but let us momentarily consider the
simpler matrix W 4+ V, where W is a Wigner Hermitian matrix with limiting empirical spectral
measure g, and V is a deterministic diagonal matrix with limiting empirical spectral measure
WM Pshift, Tor pse and puarp shife as defined in Proposition 2.11. Then by [33], the empirical spectral
measure of W 4 V' converges to jiq,. Suppose, in addition, that V has at most two “spike”
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FIGURE 1. Simulation results are shown for the empirical spectra and extremal eigenvalues of ma-
trices Ky, (X)), for various kernel functions, distributions of the matrix entries x;;, and parameters
a, v, and . The histogram of eigenvalues of K, ,(X) is shown in red, with the (scaled) den-
sity function of the limiting empirical spectral measure fi, ., shown in black. In settings where
Conjecture 2.13 predicts the presense of spike eigenvalues of K, ,(X), the theoretical predictions
for the locations of these spikes according to Conjecture 2.13 are shown as black crosses, and the
locations of the corresponding largest and/or smallest empirically observed eigenvalues of K, ,(X)
are indicated by red arrows. Panels (a)—(f) correspond to the kernel function k(z) = ha(z) + hs(z).
Panels (g)—(1) correspond to the kernel function k(z) = 0.9h;(x) + ha(x). Panels (a), (d), (g), and
(j) correspond to p = 4000, n = 12000, and v = %. Panels (b), (e), (h), and (k) correspond to
p = 10000, n = 2000, and v = 5. Panels (c), (f), (i), and (1) correspond to p = 10000, n = 1000,
and v = 10. Panels (a)—(c) and (g)—(i) take z;; ~ N(0,1), so E[x?j] = 3, and panels (d)—(f) and

(i)-(1) take x;; ~ Laplace(0, %), S0 E[mfj] = 6.
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eigenvalues outside of supp(parpshift), and these eigenvalues are fixed and equal to fas~y %,
as given in Corollary 2.8. Then Theorem 8.1 of [6] implies that W + V has at most two “spike”
eigenvalues outside of supp(jta,,,y) and gives a precise characterization of when such spikes occur
and the locations at which they appear. We conjecture that this characterization, summarized
below, holds also for the spike eigenvalues of K, ,(X), even though K, ,(X) is not a deformed
Wigner matrix and R, ,(X) is not independent of K, ,(X).

Conjecture 2.13. Consider the setup of Theorem 2.6, and suppose a’® < v. Let S = supp(parpyy)
and define H : R\ S — R by H(z) = z — v(v — a®*)munp~(2), where pprp is the scaled and
translated Marcenko-Pastur law as in Proposition 2.11 and masp,(2) is its Stieltjes transform. Let

1
Ezi].—l

A1, A2 = tagy J—. If Ay ¢ S and H'(A\1) > 0, then H()\1) ¢ supp(fta,,y) and there is one
eigenvalue of K, ,(X) that converges a.s. to H(A;). Similarly, if Ao ¢ S and H'(A\2) > 0, then
H(X2) ¢ supp(fta,~) and there is one eigenvalue of K, ,(X) that converges a.s. to H(A2). The
remaining eigenvalues of K, ,(X) are, for any € > 0, within an e-neighborhood of supp(jta,.,y), in
the sense of Conjecture 2.12.

Figure 1 depicts simulation results of the empirical spectrum of K, ,(X) for the kernel functions
k(xz) = ha(x) + ha(x) and k(x) = 0.9h1(x) + ho(x), various settings of v = £, and Gaussian and
Laplace distributions for x;;. For the parameter combinations for which Conjecture 2.13 predicts
the presence of spike eigenvalues in the limiting spectrum of K, ,(X), we in fact observe such spike
eigenvalues in simulation. The predicted spike locations are shown together with the empirically
observed locations, and there is close agreement in all cases.

2.3. Outline of proof. In the remainder of the paper, we prove Theorems 2.6 and 2.10. Our proof
of Theorem 2.6 follows three high-level steps:

(1) If z1, ..., 2z, are i.i.d. random variables with mean zero, variance one, and zero third moment,

we show that
n n d
Vdh 2iz1%) o L E | | . (2)
i \/’E - nd 7

Jiyenja=1 =1
N#je#.Fld
where hg is the degree-d orthonormal Hermite polynomial as in Definition 2.4. We note
that vd!hg on the left side of eq. (2) is the monic Hermite polynomial of degree d, i.e.

no\d
Vd'hg(z) = z?+. .. where the leading term has coefficient 1, and that (%) equals the

right side of eq. (2) except without the restriction that the indices of summation ji, ..., jq
are distinct. The terms of the summation in which the indices ji,...,jq are not distinct

are essentially cancelled out by the lower degree terms of v/d!hg(z). Intuition for this

cancellation comes from the observation that if z1,..., 2z, id %5,1 + %51, and if Vdlhy is
replaced by the monic degree-d orthogonal polynomial with respect to the distribution of

D %
Jn
that

, then eq. (2) is actually an exact equality. This follows from the well-known fact

n d
Pa(21, -y 2n) = Z szi

J1yeja=1 i=1
N#je#.-#Jd
satisfies E[pg(2z1,...,2n)pa(21,...,2n)] = 0 for any d # d’. When zi,...,z, are not
Bernoulli-distributed and hg is the Hermite polynomial, then eq. (2) is only an approxi-
mation, where the right side of eq. (2) may be considered as a first-order term of the left
side. In Proposition 3.1, we quantify the error of this approximation by also computing
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the second-order term, which is of size O (ﬁ) with high probability, and showing that the

third and higher-order terms in this approximation are of size O (%) with high probability.
(2) As k(z) = ZdD:1 aghq(x), the decomposition in step (1) above yields a corresponding de-
composition Ky, p(X) = Qnp(X) + Ry p(X) + Sy p(X) of the kernel random matrix, where
@, R, and S correspond to the first-order, second-order, and third-and-higher-order terms,
respectively, of the decompositions in step (1) of the hermite polynomials hq,...,hp. The
bulk of our argument lies in establishing that limsup,, ,, . |Qnp(X)|| < [|pta,H]l almost
surely. To prove this result, we use the moment method [15, 16]: For even integers [,
Qnp(X)||' < Tr Qnp(X), and a sufficiently tight upper bound may be obtained by taking
[ :=1(n) < logn. Since fi4,, is the free additive convolution of a semicircle law with a
scaled and translated Marcenko-Pastur law (Proposition 2.11), it is the limiting empirical

spectral measure of a deformed GUE matrix of the form Mz ; = W(VT;‘IQ)Wﬁ + 2Vas,

as n,p — oo with % — 7, where Wj is a p x p GUE matrix and Vj 5 is an independent
P X p sample covariance matrix based on 7 samples and having zero diagonal. We employ
combinatorial arguments to upper-bound the quantity E[Tr @, ,(X)!] using E[Tr Mr%,;a] for
a suitable choice of n and p, and we bound the latter quantity using the known convergence
vesult 1y 5-soo | Mgl = 1 |

(3) Finally, we analyze the remainder matrices R, ,(X) and S, ,(X) from the decomposition
in step (2) above. It is easily shown that limsup,, , ,. [|Snp(X)[| = 0. For Ry, ,(X),
we may write R, ,(X) = 25:2 Ry, p.a(X) where R, ) 4(X) is the contribution from the
Hermite polynomial hy of degree d. (The linear polynomial h; does not have such a re-
mainder term in the decomposition from step (1).) Again using a moment bound, we
show that limsup,, , . [[Rnpd(X)|| = 0 for each d > 3. For d = 2, we show that
limy, p o0 | Rnp2(X) — Ry p(X)| = 0, where R, ,(X) is the rank-two matrix in Theorem
2.6. This establishes that K ,(X) = Ky (X)+ Rnp(X), where imsup,, ,, o [[Knp(X)|| <
| ttap||- The reverse inequality liminf, p oo |[Knp(X)|| > ||itaw| follows immediately
from Theorem 2.5, hence establishing Theorem 2.6.

Step (1) above is carried out in Section 3. Step (2) is carried out in Section 4, with many details
of the combinatorial argument deferred to Appendix A and the estimate of E[Tr M}m] deferred to
Appendix B. Step (3) and the conclusion of the proof of Theorem 2.6 are carried out in Section 5.

In Section 6, we prove Theorem 2.10 using Theorem 2.6. Our argument uses an approximation,
in a suitable sense, of the kernel function k(z) by a polynomial function g(x). The spectral norm of
the kernel matrix corresponding to ¢(z) is easily estimated by Theorem 2.6, and we use a concen-
tration of measure argument to control the spectral norm of the kernel matrix corresponding to the
remainder r(x) = k(z) — q(z). The concentration of measure argument relies on the construction of
a certain dyadic covering net of the unit ball in RP and is inspired by a similar argument of Rafal
Latala [19].

3. DECOMPOSITION OF HERMITE POLYNOMIALS OF SUMS OF IID RANDOM VARIABLES

The goal of this section is to prove the following proposition, which exhibits a three-term de-
composition of a Hermite polynomial applied to a normalized sum ﬁ Z;LZI zj of iid. random

variables with zero mean, unit variance, and zero third moment.

Proposition 3.1. Let Z = (z; : 1 < j < n) € R", where the entries z; are a collection of
independent and identically distributed random variables such that E[z;] = 0, E[zjz] =1, E[z?] =0,

and ]E[]zj]l] < oo for each |l > 1. Let hy denote the orthonormal Hermite polynomial of degree d as
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in Definition 2.4. Define

/1
4qd, n ’I’de' Z H Zjis (3)

Jiyeenja=1 =1

NF#j2F - Fjd
0 d=1
1 d n d—1
)= (D)% <<z;1_1>1]zﬁ> 152, ()
’ Jiseenda—1=1 =2

N#je# Fjda—1

Sd,n( - hd ZZ] an ) rd,n(Z)- (5)

Then, for each d > 1 and any o, B > 0, P[|sgn(Z2)| > n=F < n=F for all sufficiently large n (i.e.
for n > N where N may depend on «, B, d, and the distribution of z;).

Our proof of Proposition 3.1 proceeds via induction on d, using the three-term recurrence satisfied
by the Hermite polynomials hg, and it is presented at the end of this section. By Lemma 3.4 below,

Pllgin(Z)| >n®] < n=? and P [\rdm(Z)\ > n_%+a] < n 8 for any o, > 0 and all sufficiently
large n. Hence Proposition 3.1 may be interpreted as decomposing hy (ﬁ E?:l zj> as the sum of
an “O(1) term”, an “O (ﬁ) term”, and an “O (%) term”. Corresponding to this decomposition

of the Hermite polynomials, let us consider the following decomposition of the kernel inner product
matrix.

Definition 3.2. Suppose k(x) = ZdD:1 aghq(z), as in Theorem 2.6. Then let Qpnp(X) = (gir : 1 <
i, < p) € RP*P_with entries
D

1 .,
% Z CLde,n(xilwz"l, e Tin i), L F i’

Qiit = =1
0, = il?
where qqp s defined as in eq. (3). Let Ry, € RP*P and S, , € RP*P be defined analogously using
the functions rq, and sq,, from egs. (4) and (5), respectively, in place of q4p.

Remark 3.3. By Definitions 2.2 and 3.2 and the definition of sq, in eq. (5), it is evident that

Kn,p(X) = Qn,p(X) + Rn,p(X> + Sn,p(X)7
where K, p(X) is as in Theorem 2.6.

Lemma 3.4. Suppose zi,...,2, are i.i.d. random variables, with E[|zj|l] < oo foralll > 1. Let
P1s---,pd : R =R be any polynomial functions such that E[p;(z;)] =0 for each i =1,...,d. Then
for any o, 8 > 0,

n d
P|n % Z Hpi(zji) >n*| <n P

Jiyenja=1 =1
NF#j2F - FJd

for all sufficiently large n (i.e. n > N where N may depend on «, [, d and the distribution of z;).
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Proof. Fix a, 8 > 0. Let

n d
Flanm)=n"2 | Y [[wiz)]

Jisenja=1 i=1
#je# . Fia

and let [ be an even integer such that al > . Then

E[f(2’1, e 7Z7L)l]
nod

and it suffices to show E[f(z1, ..., 2,)!] < C for a constant C independent of n. Note that

E Hﬂp (Zﬁ)].

P[f(zlw-'azn) > no‘] <

n

Elf(e1,..za)]=n"2 Y Y

Jhendb=1 ghgh=1
G A£G LA

For each term of the above sum, if there is some j such that j = jf for exactly one pair of indices
ie{l,...,d} and k € {1,...,1}, then the expectation of that term is 0 as E[p;(z;)] = 0 and z; is
independent of 21,...,2j_1,%j41,...,2,. Hence, for terms in the sum with non-zero expectation,
there are at most % distinct values of jf Then the number of such terms is at most Cl’d( ﬁ) for
a combinatorial constant Cj 4 not depending on n. Also, the magnitude of the expectation o% each
such term is at most C’ < oo for a constant C’ depending on I, d, the polynomials py,...,pq, and
the absolute moments of z; (which are finite by assumption). As ( % ) < n%, the result follows. [

Proof of Proposition 3.1. Let S = ﬁ 2?21 zj. It will be notationally convenient to work with the

monic Hermite polynomials hq = hqV/d!, so that hy has leading coefficient 1. Let us accordingly
define ¢4, = qdm\/a, Tdn = rd,n\/cﬂ, and 54, = sdm\/a. Then

ha(S) = Gan(Z) + Fan(Z) + 54n(2),
and we wish to show for any o, 8 > 0, P [|§d(Z)| > n‘HO‘] < n~ P for all sufficiently large n.

We proceed by induction on d. Note that ho(z) = 1, hi(x) = x, and hy(z) = 22 — 1. Then for
d= 1, hl(S) =5= (jl’n(Z), and for d = 2,

ho(S) = 8% —1=n"" Z Zj1 Zj —i—Z (z; = 1) | = @n(2) + Tan(Z).
.717.]2 1
J17#J2

Hence the proposition holds with §1,(Z) = §2,(Z) = 0.

Let us assume by induction that the proposition holds for d — 1 and d. Recall that the monic
Hermite polynomials satisfy the three-term recurrence hgyi1(z) = zhq(z)—dhg—1(x) (c.f. eq. (5.5.8)
of [28]). We may compute

SGan(Z) =n dHZZJ Z HZ]'L

= J1yenja=11=1

J17FJd
4 d+1 d
_dtl 2
Y e 3 210
J1yenjar1=114=1 J1yesda=1 1=2

N#-Fja1 NF#.#jd
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dn—d+1) _

s 2
= Ja+1,n(Z) + dr 17“d+1,n(Z) + qu—l,n(z)a
a1 /d n n d—1
Stan(Z) =n""7 <2> Zj Z <(ij1 -1 H Zji)
j=1  Ji,...ja—1=1 1=2
J1#Fja—1

dav1 (d - d & =
=n_ 2z <2> Z <(Z32'1 -1) 1:!2%) + Z ((2?1 — zj) 1:12 Zji)

J1y-sda=1 Jisesja—1=1
J1#.-#jd - Fia—1

n

d—1
+d-2) > ((2]21 -2, [1 z]>
1=3

jl,...,jd71:1
J1#-FJa-1
d—1
d—1_ _d+1 {d n
- d—+ 17“d+17n(Z) tnoe <2> Z <(ZJ??1 - zjl) H Zji)
Jisensdd—1=1 =2
NFFJd-1
d—1
el - din—d+2)_
T (2> (d—2) Z (2]21 o 1)(’2]22 -1 H Zj; + frd—l,n(z)-
Jisensdd—1=1 i=3
NFFJd-1

Substituting these expressions into the three-term recurrence,

hat1(S) = S (Gun(Z) + Fan(Z) + 340(2)) — d(Gi-1(Z) + Fa1(Z) + 84-1(Z))
= Ja+1,0(2) + Tar1,0(Z) + Sa+1,n(Z)

for
n d—1
~ d(d—1) _ _dt+1 (d
5d+1,n(Z) = _(nQd—l,n(Z) +noo2 <2> Z ((2?1 - Zjl) H Zji)
J1seendd—1=1 =2
J1#FJd—1
a1 (d n a1 d(d —2)
+nT e <2> (d=2) ((%2'1 R CE || Zﬁ) = Ta-1a(2)
J1sensfa—1=1 i=3
JFFJd—1
+ Sgd’n(Z) — dgdfl,n(Z)
= I+1I+1IT+1IV+V+4+VI

Fix o, 8 > 0. Note that E[z;] = 0, IE)[zj2 —1] =0, and IE[z;3 — zj] =0, so by Lemma 3.4,
max (]P’ [m > n*H%] P [yuy > n*H%] P [um > n*H%} P [\IV| > n*H%D <n 2

n_28
2

for all large n. By the induction hypothesis, P |:|§d,n| > n‘H%} < for all large n, and also

n_2P

P [|S| > n%] < "5~ for all large n by Lemma 3.4 (applied to the simple case where d = 1 and

pi(x) = x). Then P [|V| > n‘H%} < n~ 28 for all large n. Similarly, the induction hypothesis
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implies P [\VI\ > n‘“'%} < n~28 for all large n. Putting this together,
P [|54110(2)] > n 71t <P [u VI T+ 1V +V +VI| > 6n—1+%}

<P {m > n—1+%} oD [|VI| > n_H'%}

<6n P <n b

for all large n, completing the induction. O

4. BOUNDING THE DOMINANT TERM ||Qp, »(X)]|
In this section, we establish the following result.

Proposition 4.1. Let Q,,(X) be as in Definition 3.2. Let piq,~ be as in Definition 2.3, with
a,v,7y as specified in Theorem 2.6. Then limsup,, , oo [|Qnp(X)|| < ||ptap|| almost surely.

Our proof uses the moment method. The following definition of a multi-labeling of an [-graph
will correspond to the primary combinatorial object of interest in the subsequent analysis.

Definition 4.2. For any integer | > 2, an l-graph is a graph consisting of a single cycle with 21
vertices and 21 edges, with the vertices alternatingly denoted as p-vertices and n-vertices.

We will consider the vertices of the [-graph to be ordered by picking an arbitrary p-vertex as the
first vertex and ordering the remaining vertices according to a traversal along the cycle. A vertex
V “follows” or “precedes” another vertex W if V' comes before or after W, respectively, in this
ordering, and the last vertex of the cycle (which is an n-vertex) is followed by the first p-vertex.

Definition 4.3. A multi-labeling of an [-graph is an assignment of a p-label in {1,2,3,...}
to each p-vertex and an ordered tuple of n-labels in {1,2,3,...} to each n-vertez, such that the
following conditions are satisfied:

(1) The p-label of each p-vertex is distinct from those of the two p-vertices immediately preceding
and following it in the cycle.

(2) The number ds of n-labels in the tuple for each s n-vertex satisfies 1 < ds < D, and these
ds n-labels are distinct.

(3) For each distinct p-label i and distinct n-label j, there are an even number of edges in the
cycle (possibly 0) such that its p-vertex endpoint is labeled i and its n-vertex endpoint has
label j in its tuple.

A (p,n)-multi-labeling is a multi-labeling with all p-labels in {1,...,p} and all n-labels in
{1,...,n}.

Figure 2 shows an example of a (3,5)-multi-labeling of an [-graph, for | = 4 and D = 3. In
Definition 4.3 and the subsequent combinatorial arguments, D corresponds to the degree of the
polynomial k& in Theorem 2.6, which we will always treat as a fixed quantity. We will always
consider p-labels to be distinct from n-labels, even though (for notational convenience) we use the
same label set {1,2,3,...} for both.

A key bound on the number of possible distinct p-labels and n-labels that appear in a multi-
labeling of an [-graph is provided by the following lemma.

Lemma 4.4. Suppose a multi-labeling of an l-graph has di,...,d; n-labels on the first through

1" n-vertices, respectively, and suppose that it has m total distinct p-labels and n-labels. Then
l

m < 7”23:1 ds + 1.

l
We defer the proof of Lemma 4.4 to Appendix A. The quantity H&%lds
many of our subsequent combinatorial lemmas, and we give it a name.

+ 1 —m will appear in
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@’ (3,4,5)
o ®
NDoss

FIGURE 2. A (3,5)-multi-labeling of an I-graph, for [ = 4 and D = 3. p-vertices are depicted with
a circle and n-vertices are depicted with a square.

Definition 4.5. Suppose a multi-labeling of an l-graph has di, . . ., d; n-labels on the first through "
n-vertices, respectively, and suppose that it has m total distinct p-labels and n-labels. The excess

1
of the multi-labeling is A := H_ZS% +1—m

Definition 4.6. Two multi-labelings of an l-graph are equivalent if there is a permutation 7, of
{1,2,3,...} and a permutation m, of {1,2,3,...} such that one labeling is the image of the other
upon applying m, to all of its p-labels and m, to all of its n-labels. For any fized I, the equivalence
classes under this relation will be called multi-labeling equivalence classes.

Note that Lemma 4.4 implies that the excess A of a multi-labeling is always nonnegative. Under
these definitions, the number of distinct p-labels, number of distinct n-labels, number of n-labels
di,...,d; for each of the [ n-vertices, and excess A are equivalence class properties, i.e. they are the
same for all labelings in the same multi-labeling equivalence class. The motivation for Definition
4.3 of a multi-labeling is provided by the following lemma.

Lemma 4.7. Let Q,,(X) be as in Proposition 4.1, and let | > 2 be an even integer. Let C denote
the set of all multi-labeling equivalence classes for an l-graph. For each multi-labeling equivalence
class L € C, let A(L) be the excess, r(L) the number of distinct p-labels, and di(L),...,d;(L) the
number of n-labels on the first to ™" n-vertices, respectively. Then, with o > 0 as in Assumption
2.1 and with the convention 0° = 1,

12A 12a A(L) r(L) l as
1., (0 < 0 Y (ZAENH) T 1) (E(ds&;@ﬂ). ©

Lec

Proof. By Definition 3.2, letting ¢;,1 := 41 for notational convenience,

P l
ELQn,))— 3 E Hq]
i1yeig=1 s=1

117£02,12713,.., 51 £11

D l D
L 1
= E n 2K H E aq dd' § H ':U’Ls]axlﬁ»l]a
i1, =1 s=1\ d=1 T j1senja=1 a=1
117£12,12F13,...,01 £11 J1#£j2FF#Jd

D D n n
. T _ 1.1 1 ) .
11,..0,07=1 di,...,ds 1]17,..7‘7(1171 ‘717_..,jdl71

11 742,127103,..., 01 11 . ol . ;
7 Fg, Ji#--#]ﬁll

_H‘lezlds ! ad,
e (T Vs [T s

s=1 s=1a=1
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Note that as x;; L —x;; by Assumption 2.1, E[:Ef]] = 0 for any positive odd integer c. Hence, if
any x;; appears an odd number of times in the expression Hizl Hg; 1| Tigjs iy js, then, as x;; is
independent of x; ;s if j # j' or i # ¢, E [HS 1 Ha | TigjsTig i js } = 0 for such a term. We identify

the combination of the sums above, over the remaining non-zero terms, as the sum over all possible
(p, n)-multi-labelings of an [-graph. Here, the first sum over iy, ...,4; is over all choices of p-labels,
with condition (1) in Definition 4.3 that any two consecutive p-vertices have distinct labels being
imposed by the constraints iy # i9,42 # i3,...,% # i1 in the sum. The sum over dy,...,ds is over
all possible choices of the number of n-labels in the n-label tuple for each n-vertex, and the sum
over jf,...,Jj; is over all possible choices of ds n-labels for the sth n-vertex, with condition (2)
in Definition 4.3 that the p-labels for each p-vertex are distinct being imposed by the constraint
that ji,...,75, are distinct. The product expression Hls:1 Hgll Ti jsTi,,,js then corresponds to
a product, over all n-vertices, all ds n-labels for that n-vertex, and both p-vertices immediately
preceding and immediately following that n-vertex, of x;;, where j € {1,...,n} is the n-label and
i € {1,...,p} is the p-label of the p-vertex. The condition that x;; for each distinct pair (i, )
appears an even number of times, so that this term has non-zero expectation, is precisely condition
(3) in Definition 4.3. Thus, to summarize,

. !
E[Tr Qn,p(X)l] _ Z n_l+252:1 d (H da'dsl/2> [H H $29]a$15+1ja] )

l-graph (p,n)-multi-labelings s=1a=1
where di, . ..,d; are the numbers of n-labels for the first through I*! n-vertices, respectively
Consider a fixed (p,n)-multi-labeling and write Hi:l Hgs: 1 TigjsTigje = [ [T =;7, where

b;; is the number of times x;; appears as a term in this product. Note that each b;; is even (p0551b1y
0). As ]E[xf]] =1, E[|zi;|*] < k°*, and w;; is independent of x; ;s if j' # j or i’ # i,

O‘Zi,j:bij>2 bij

I ds
HHxisjgxierljg] N H E[xfjlj} = H b%bij < Z bij ’

s=1la=1 1,5:b55>2 1,5:b55>2 1,5:b55>2

where the last inequality holds with the convention 0° = 1 if b;; < 2 for all (, j). We show in Lemma

A.6 that Zi,j:bij>2 bi; < 12A, so E [Hizl HZ‘;I Sﬂisjgl“isﬁjg} < (12A)1294, Eq. (6) then follows

upon noting that each (p,n)-multi-labeling with r distinct p-labels and m — r distinct n-labels

sl ds
2

has (pflr)!(n#!w)! <nm (%)T (p, n)-multi-labelings in its equivalence class, and n~

ni—4, OJ

+m _

To prove Proposition 4.1, it remains to control the upper bound in eq. (6). We do so by comparing
this quantity to an analogous quantity for a deformed GUE matrix, specified in the following
definition.

Definition 4.8. For i,p > 1, v,v > 0, and a € [—/v,/V], let W5 = (w; : 1 < i,i’ < p) € CP*P
be distributed according to the GUE, i.e. {w; :1 <1< ﬁ}t{{ﬁRe wir, V2Imwgy 1 <i<i' <p}
are i.i.d. N(0,1), and w;y = wy; fori > . Let Vi 5 € RP*P be standard real Wishart-distributed

with 7 degrees of freedom and zero diagonal, i.e. Viy = ZZT — diag(||Zi||3) where Z := Zp5 =

(25 :1<i<p1<j<n)eRXT 5 < b (0,1), and diag(||Z;||3) € RP*P denotes the diagonal

matriz whose i™ diagonal entry is the squared Euclidean norm of the i™* row of Z. Take Vagp and

W; to be independent, and let Mz 5 = W(VTFGQ)WI; +2Vap € CP*P.,

As n,p — oo with g — 7, the limiting spectral distribution of M5 5 is given by the free additive
convolution of a scaled semicircle law and a scaled and translated Marcenko-Pastur law. We have



18 THE SPECTRAL NORM OF RANDOM INNER-PRODUCT KERNEL MATRICES

chosen the scaling factors for W5 and Vj 5 so that this free convolution is exactly the measure pg,,
in Definition 2.3. It follows from the results of [6] that, in fact, a norm convergence result holds for
M; 5, i.e. limp 5500 | M 5] = ||fta,v+]|, from which we may deduce the following Proposition.

Proposition 4.9. Let M55 be as in Definition 4.8. Suppose | is an even integer and n,p,l — 00
with £ — v and | < C'logn for some constant C > 0. Then, for any € > 0,

E[| M7 51" < (lapall +e)f
for all sufficiently large 7.

The proof of Proposition 4.9 is deferred to Appendix B. (Let us remark that our combinatorial
argument would be somewhat simplified if, in Definition 4.8, we could replace the GUE matrix by
a GOE matrix, but we cannot find a rigorous statement of the result limy, p—so0 || Mz ]| = [|tta,v~|
a.s. for the GOE case in the literature.) As %E[Tr M}m;] < E[||M7.3]|'], our strategy for proving
Proposition 4.1 will be to show that the upper bound in eq. (6) can in turn be bounded above
using the quantity E[Tr M%,ﬁ], for some choices of p and n. To analyze the quantity E[Tr Méyﬁ], we
consider the following notion of a simple-labeling of an [-graph.

Definition 4.10. A simple-labeling of an l-graph is an assignment of a p-label in {1,2,3,...}
to each p-vertex and either one n-label in {1,2,3,...} or the empty label O to each n-vertex, such
that the following conditions are satisfied:

(1) The p-label of each p-vertex is distinct from those of the two p-vertices immediately preceding
and following it in the cycle.

(2) For each distinct p-label i and distinct non-empty n-label j, there are an even number of
edges in the cycle (possibly 0) such that its p-vertex endpoint is labeled i and its n-vertex
endpoint is labeled j.

(3) For any two distinct p-labels i and i', the number of occurrences (possibly 0) of the three
consecutive labels i,0,7 on a p-vertez, its following n-vertex, and its following p-vertew,
respectively, is equal to the number of occurrences of the three consecutive labels i, (), 1.

A (p,n)-simple-labeling is a simple-labeling with all p-labels in {1,...,p} and all non-empty
n-labels in {1,...,n}.

Analogous to Lemma 4.4, the following lemma provides a key bound on the number of possible
distinct p-labels and n-labels that appear in a simple-labeling of an [-graph.

Lemma 4.11. Suppose a simple-labeling of an l-graph has k n-vertices with non-empty label and
m total distinct p-labels and distinct non-empty n-labels. Then m < HTk + 1.

The proof of Lemma 4.11 is deferred to Appendix A. We may then define the excess of a
simple-labeling, analogous to Definition 4.5, and note that the excess is always nonnegative.

Definition 4.12. Suppose a simple-labeling of an l-graph has k n-vertices with non-empty label
and m total distinct p-labels and distinct non-empty n-labels. The excess of the simple-labeling is

A=BE 41—

Definition 4.13. Two simple-labelings of an l-graph are equivalent if there is a permutation
of{1,2,3,...} and a permutation 7, of {1,2,3,...} such that one labeling is the image of the other
upon applying m, to all of its p-labels and m, to all of its n-labels. (The empty n-label remains
empty under any such permutation m,.) For any fized I, the equivalence classes under this relation
will be called simple-labeling equivalence classes.

Motivation for Definition 4.10 of a simple labeling is provided by the following lemma, which
gives a lower bound for the quantity E[Tr Méﬁ] analogous to the upper bound for E[Tr Q,, ,(X)!]
in Lemma 4.7.
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Lemma 4.14. Let My be as in Definition 4.8, and let | > 2 be an even integer. Let C denote
the set of all simple-labeling equivalence classes for an l-graph. For each simple-labeling equivalence
class L € C, let A(L) be its excess, k(L) be the number of n-vertices with non-empty label, and 7(L)
be the number of distinct p-labels. Then, with the convention 0° =1,

1—k(£)

p LeC

Proof. By Definition 4.8, letting ¢;11 := ¢; for notational convenience,
!

V(v —a?)
P

P ! 2
(v —a?) a
- 3 I (5 e )
1-|S
E [H 'Uisierl] E [H wisis+1]

sesS s¢S

a
W5+ ﬁVﬁ,ﬁ>

i1,..,0=1 SC{1,..,l1}

D N —
__HIsl [ p 2 s PNNE
= Z | Z n- 2 <ﬁ> al |(ry(y—a)) 2 K Hvisis+1 HwisigH
SC{1,..,l} 1,..,5=1 seS s¢S
ls7éis+1VseS
D
SC{L,..,l} 1,00 =1 (j5:5€8)€{l,...,a}!5]
isisi1VSES
. _=1s]
_Isl (D 2 s PNNE
n 2 (ﬁ) al ‘(f}/(lj*a )) 2 E[H ZisjsRist1]s E[Hwisi.s+1] .
seS s¢S

In the fourth line above, we restricted the summation to i; # is41 Vs € S, as vy = 0 for each
i =1,...,p by Definition 4.8.
Let us write [ [ g 2i,j. Zigs1js = HZ 1 HJ 1 Z; 7 where c,] is the number of times z;; appears in this

product, and let us write HS¢S Wiy, = wi H z'—z+1 w ’ wfll, where a; and b are
the numbers of times w;;/ and wjr; appear in thls product, respectlvely Recall {z;; : 1 <i<p,1<
j<n}~ "N N(0,1), so E[TTE, H] 1 ZCJ”] # 0 only if each ¢;; is even (possibly zero), in which case this

quantity is at least 1. Slmllarly, recall that {w;; : 1 <4 <pyU{V2Rew;, vV2Imw;y : 1 <i < i <
md iid

P} < N(0,1), and w;yr = wy; for i > 4'. If w = re? such that v2Rew, v2Imw <~ N(0,1), then
r and 6 are independent with r2 ~ x2/2 and 6 ~ Unif[0,27). Then E[w®w’] = E[r¢tt]E[e!(@—b)]
for all nonnegatlve 1ntegers a,b, and this is 0 if a # b and at least 1 if a = b > 0. Hence

BT, w& [T T, i+ wy; wb ] = 0 unless a;7 = b;y for each i’ > i and a;; is even (possibly
zero) for each 1 S 1 < p,in Wthh case this quantity is also at least 1.

The above arguments imply, in particular, that E [H s¢S Wisis +1] =0 unless [ — |S] is even. As |
is even by assumption, [ — |S| is even if and only if | S| is also even, in which case a/®! = |a|l¥! > 0.
Hence each term of the sum in the above expression for E[Tr MT%J;] is nonnegative, so a lower bound
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is obtained if we further restrict the summation to is # is+1 Vs € {1,...,1}, i.e.
P
sfra]> Yy >
SC{1,...,l} i1,e,0=1 (js:s€8)e{1,...,n}IS!

11712,12703,...,8s £11

_1=18|
__1ts| 15 2 g =S|
T (n) ol (3 (v — a?)) 2 E[H

seS

E

| | wisis+1] °

s¢S

We identify the combination of these three sums, over the nonzero terms, as a sum over all (p,7n2)-
simple-labelings of an [-graph. Here, the first sum over S is over all choices of the subset of the
n-vertices that have non-empty label. The second sum over iy, ..., is over all choices of p-labels,
with condition (1) in Definition 4.10 that any two consecutive p-vertices have distinct labels being
imposed by the constraints iy # i2,i2 # i3,...,4 # 91 in the sum. The last sum over (j; : s € S)
is over all choices of n-labels for the n-vertices that have nonempty label. The product expression
[Lscs #isjo%isy1j. then corresponds to a product, over all n-vertices with non-empty label and both
p-vertices immediately preceding and following that n-vertex, of z;;, where j € {1,...,n} is the
n-label of the n-vertex and ¢ € {1,...,n} is the p-label of the p-vertex. Similarly, the product
expression ] ¢S Wigis i corresponds to a product, over all n-vertices with empty label, of w;,
where 7 and i’ are the p-labels of the p-vertices immediately preceding and immediately following
this n-vertex, respectively. The condition that z;; for each distinct pair (7,j) appears an even
number of times, so that E[[[,.g 2i.j,%i,,15.] 7 0, is precisely condition (2) in Definition 4.10, and
the condition that each w;; appears the same number of times as wj;, so that E[[] . wi,i, ] # 0,
is precisely condition (3) in Definition 4.10. As E[[[,cg #ij. %115 Ell Ts¢s Wisiss] = 1 whenever
this quantity is nonzero, this implies

E|Te M} ;] > ¥ T (’?) (v — a2)'F,

l-graph (p,7n)-simple-labelings

where k = |S| is the number of n-vertices in the simple-labeling with non-empty label. Any
simple labeling with 7 distinct p-labels and at most m — 7 distinct non-empty n-labels has at most

. - - N\NT / ~ L /. l
(ﬁ#!#)! ﬁf !f)! > nm (%) (ZJT;Z) (”};l ) labelings in its equivalence class (where we have used

and 7 < 1). The desired result then follows upon identifying A=A =

(
-7 < s 0
With Lemmas 4.7 and 4.14 established, the remainder of our proof of Proposition 4.1 involves a
comparison of the upper bound in eq. (6) of Lemma 4.7 and the lower bound in eq. (7) of Lemma
4.14. The intuition for the comparison is the following: From Lemmas 4.4 and 4.11, we know that
the excesses satisfy A(L) > 0 and A(L) > 0 in eqs. (6) and (7), respectively. Provided that the
number of labelings with excesses A(£) and A(L£) do not increase too rapidly as A(L) and A(L)
increase, we expect that when n is large, the dominant contributions to the sums in egs. (6) and
(7) come from the labelings with zero excess. It may be shown that if we take any multi-labeling
equivalence class £ with excess A(L) = 0 and replace the labels of any n-vertex having more than
one n-label with the empty label, then this mapping yields a valid simple-labeling equivalence class
L with excess A(L) = 0, and furthermore, DL maps to £ Hizl % = |a|*@Ol (v — az)l 2
Hence, this mapping yields a direct correspondence between terms in eq. (6) with excess A(L) =0
and terms in eq. (7) with excess A(£) = 0. To handle the terms in eq. (6) where A(L) # 0, we will
extend this mapping to multi-labeling equivalence classes £ with positive excess. We do this in the
case a # 0, and the properties of this mapping that we will need are summarized in the following

proposition.




THE SPECTRAL NORM OF RANDOM INNER-PRODUCT KERNEL MATRICES 21

Proposition 4.15. Suppose a # 0 and l > 2. Let C denote the set of all multi-labeling equivalence
classes of an l-graph, and let C denote the set of all simple-labeling equivalence classes of an -
graph. For L € C, let A(L) be its excess and r(L) be the number of distinct p-labels, and for
L eC, let A(L) be its excess, 7(L) be the number of distinct p-labels, and k(L) be the number of
n-vertices with non-empty label. Then there exists a map ¢ : C — C such that, for some constants
C1,C9,C5,C4 > 0 depending only on D,

(1) Forall L €C, r(L) =7(L),

(2) For all L € C, A(p(L)) < C1A(L), and

(3) For any L € C and Ag > 0,

! Colo .
S Haegms(f) O

[:e(p—l(ﬁ s= 1 |CL|
A(L)=A¢

This proposition allows us to control all terms in the sum in eq. (6), including those with positive
excess, by terms in the sum in eq. (7), thus bypassing the need to directly control how the number
of terms in the sum for eq. (6) corresponding to each value of A(L) grows with A(L). The proof
of this proposition and the explicit construction of the map ¢ require some detailed combinatorial

arguments, which we defer to Appendix A. Using this result, we may complete the proof of
Proposition 4.1 in the case a # 0.

Proof of Proposition 4.1 (Case a # 0). For any € > 0 and even integer [ > 2,

r Qnp !
PIQusCOl > 1+ Ntass ] < B [T QuplX)' > (14 Mt < iy

By Lemma 4.7, Definition 4.5, and Proposition 4.15,

A(L) l
12 l+Dl + 1))12a p r(L) |adg r |
E[Tr Qnp(X)] <0 ( (7) I1 %
s=1

tee n MW)
M.’.l AO 5 l
2 [+Dl 12«
(12(H42 + 1)) ) #(£) |ad(£
SOV S vl (2T el
Lec Ao=[@1 Lep=1(L) " 5:1
LU AL)=A0
l+Dl+

2

<nZ( >r(£

LeC AOZ[A(E)

((12(”2” T 1))120‘)“
1




22 THE SPECTRAL NORM OF RANDOM INNER-PRODUCT KERNEL MATRICES

where the last line holds for all sufficiently large n if I ~ M logn, for any M > 0. Let

nc1

12a Ca C,
(12042 + 1) & (%) e

la

=
Il

I

and let p = L%j Then nl®? (H'% +2) < n? and (%)F(E) < (%)’:(ﬁ)(l + £)! for I ~ Mlogn, any
M > 0, and all sufficiently large n, so

BTr Qup(X)] < 0* (145) 3 @M) <

FL) ioF
LeC

3

On the other hand, by Lemma 4.14,

L INAD) R .
a-0n % (2)™ (2) - <)

LeC

S

for all sufficiently large n. Since £ — v and [ ~ MCqlogn if | ~ M logn, Proposition 4.9 implies

~ ~ l
E[Tr M} 5] < pE[|Mi 5"l <5 (|tawsll (1+§))" for all large n. Thus

il 1+
P Qup(X)ll > (1+2)ptausll] < n?2 ((1—4)<41+e>> :

£\2
Taking | ~ M logn with M > 0 sufficiently large such that M log (1(1:)%1)%)
4

for any sufficiently small & > 0), this implies P[[|Qnp(X)[| > (1 +€)||ptapyl] < 7z for all large n.
Then limsup,, , o0 [|Qnp(X)[| < (1 + €)|[ttap ]| a5, by the Borel-Cantelli lemma. This holds for
all sufficiently small € > 0, so the proposition follows. O

< —4 (which is possible

Proposition 4.1 in the case a = 0 may be easily established from the a # 0 case via the following
continuity argument.

Lemma 4.16. For the measure fiq,, in Definition 2.3, ||jta~| is continuous in (a,v,).

Proof. Let W and Vi ; be as in Definition 4.8, and let M; 5(a,v,v) = \/'Y(VT;'IZ)Wﬁ + Vi 5.

For any fixed (a,v,v) and (ai,v4,7i)32; such that lim; oo (ai, vi,v) = (a,v,7), by Lemma B.1,
HMﬁ,ﬁ(a7V77)H — HIU/CL,V?'Y " HMﬁ,ﬁ(a%Vi?’Yi)H — H/’La%Viv’YiH for each 7, and hmsupn,p—mo %HWﬁH <
|

n

oo and limsup,, ,, , 7 ||Va,5l < 0o on an event having probability 1. Then on this event, for each

2,

Wkt i | = Ntawylll < limsup [[[ M g(az, vi, i)l = [|Ma,5(a, v, )]

n,p—00

< limsup || Mz 5(ai, vi, vi) — Mag(a, v, )|

n,p—r 00
. 1 ) 1
< '\/%‘(Vz‘ —aj) —V/y(v — a?)|limsup — W[ + |a — a;| lim sup — || V7 51,
n,p—00 \/Z; n,p—oo N
which implies im;_oo || fta;,vi || = | tawqy|l- U

Proof of Proposition 4.1 (Case a =0). Suppose k(zx) is a polynomial function such that the coef-
ficient of the linear term in its Hermite polynomial decomposition is zero. For any a > 0, let
ko(x) = k(z) + az, and let Qnpq(X) be the matrix as defined in Definition 3.2 for the ker-
nel function kq. Then Qnpa(X) = Qunp(X) + 2V, ,(X), where V,,,(X) has zero diagonal and
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equals X X7 off of the diagonal. By Proposition 4.1 for the a # 0 case, established above,

lim sup,, ;o0 [|@np,a(X)|| < [|fta,(v442)4]l- As a consequence of the main theorem in [16] and the ob-

IXall®
n

servation limy, ;o0 supt_; ( 1) = 0, which follows easily under the Assumption 2.1, we have

lim sup,, , 0o |1V, (X)|| < C, for some constant C,, > 0. This implies lim SUP,, oo |@np(X)|| <
[ tta,(v4a2) 4|l — aC, for any a > 0, and the desired result follows from Lemma 4.16 upon taking
a — 0. D

5. ANALYZING THE REMAINDER MATRICES R, ,(X) AND S, ,(X)

To conclude the proof of Theorem 2.6, we analyze in this section the remainder matrices Ry, ,(X)
and Sy, ,(X) of Definition 3.2.

Lemma 5.1. Asn,p — oo with £ — v € (0,00), limy, p 00 [|Snp(X)|| = 0 almost surely.

Proof. Note that ||.S,, ,(X)| < [|Snp(X)||F < pmax;<; <y |sir| where || - || is the Frobenius norm.
By Definition 3.2 and Proposition 3.1, for any 1 < ¢,i < pand a > 0, |s;7| <n —gta Zd 1 lag| with
probability at least 1 — n~*, for all large n. Then by a union bound, pmaxi<;ir<p |sir| < pn —5+a
with probability at least 1 — p?n=*. As % — v € (0,00), taking any a < % and € > 0, this implies
P[[|Snp(X)|| > €] < p*n~* for all large n, so limsup,, ,, o, [|Snp(X)|| < € a.s. by the Borel-Cantelli
lemma. As e > 0 is arbitrary, the result follows. ([l

Definition 5.2. For d > 2, let Ry, (X)) := (ryy 1 1 <4, < p) € RP*P  with entries

(6) —a
ﬁn‘T Z ( T, Zjl - H Tijo Titj, i A
Ty = ’ Jiyeensda—1=1
NF#jeF . FJd—1
0 1 =1
Note that R, ,(X) in Definition 3.2 is given by R, ,(X) = EdDzz agRn pa(X).
Lemma 5.3. Asn,p — oo with 2 — v € (0,00), limy, p—yo0 | Ry p,a(X)|| = 0 a.s. for any d > 3.

Proof. Letting i7 := i1 for notational convenience, note that

P 6
E [TI" Rn’pd(X)Ei] = Z E H Tisis+1]
i1yeeig=1 s=1
11712,12743,.., 16 711
A - - -
_ \2) —3(d+1
-4 SIS SN 5
1150086 =1 Jiendd_ =1 38,35 1=1
11#£42,12713,..., 16 711 P N A
6
2
E [H <(:Els.71 'Ls+1]1 HxZS-]ngSJFlja)] :
s=1
Consider the term

6 d—1

H < 7,5]1 zs+1]1 )H xisjgxierljg)] . (8)

s=1 a=2
Suppose that there is some j* € {1,...,n} such that j5 = j* for exactly one pair of indices
(s,a) € {1,...,6} x{1,...,d —1}. If a = 1, then the only term of the product in eq. (8) that
contains a variable equal to z;;+ for any i is (z 12 ]gxf 1t 1), and if @ > 2, then the only two terms

that contain a variable equal to x;;+ for any ¢ are x; ;s and x; ., s. In either case, as is # isy1,
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this implies eq. (8) is zero by independence of the entries of X. Hence, in order for eq. (8) to be
nonzero, each distinct j* that appears in the product must appear as j; for at least two pairs (s, a).

Suppose, next, that there is some i* € {1,...,p} such that i = ¢* for exactly one index s €
{1,...,6}. Consider the label j* = j$~! for any a € {2,...,d — 1} (identifying s — 1 = 6 if s = 1).
Such a label j* exists when d > 3. If j* # j5 for all «’ € {1,...,d — 1}, then the variable x; ;-
appears exactly once in the product in eq. (8), and so eq. (8) is zero. If j* = jf, then the variable

x;=;j+ appears twice, once as the term x, a1 and once in the term (5%2 Jsa:Z2 T 1). The product
sJa 1

— i+, and as E[z]. ] = 0 and E[z;«;+] = 0, this implies eq. (8) is
1

of these terms is 3. « j* Lig1j*
again zero. Hence, in order for eq. (8) to be nonzero J&~! must equal j3, for some a’ > 2.

Consider first the case where there are at most 4 distinct values in {i1,...,is}. Note that if eq.
@ = 3d — 3 distinct values of j; in the product, by our
previous argument. There are at most p*n3?=3Cy total choices of indices (i1,...,ig) and (j$:1 <
a<d-—1,1<s<6) such that [{i1,...,i6}| <4 and |[{ji:1<a<d—-1,1<s<6} <3d-—3,
where Cy is a combinatorial constant depending on d but not on n and p. Then

(8) is nonzero, then there are at most

p n n 6
Z Z Z 2 4,,3d—3
tt E H (16715.71 15—0—1]1 H xl?.] x15+1]a < Cd ap
N S R U
11712,12713,..,16 711 .1 1 .6 .6
e JFFla JFFlg
[{i1,ic}<a a1 ! -t

for a constant Cy, depending on d and the value of a in Assumption 2.1.

If there are 5 distinct values in {i1,...,i}, then either is = isyo for some s or is = i543 for some
s (where s + 2 and s + 3 are taken modulo 6), with the remaining indices all distinct. Suppose
without loss of generality that io and i3 are distinct from {i1,1i4,i5,i6}. Then, letting i* := iy
and j* := j21, we note that ig is the unique index in {i1,...,ig} equal to i*, so for eq. (8) to be
nonzero, we must have j* = j2 for some a > 2, by our previous argument. The same argument
applied to ¢* := i3 then shows that we must have j* = ji’, for some @’ > 2. Then there are at
least three pairs (s, a) for which j5 = j*. This implies that there are at most 3d — 4 distinct values
of j: (as if there were 3d — 3 distinct values and each value must equal j5 for at least two pairs
(s,a), then no such value can equal j$ for more than two pairs). There are at most p®n3?~4C’, total
choices of indices (i1,...,%) and (45 : 1 <a < d—1,1 < s < 6) such that |{i1,...,i}| = 5 and
Hjs:1<a<d—-1,1<s <6} <3d—4, where () is a combinatorial constant depending on d
but not on n and p. Then

p n n 6
2 /.5 3d—4
Z Z Z E H (xlsjl is155 H LisjsTis 15 < Cd,ap n
' _7;1'7~~~:4i6=1' ' dteiio =1 48,48 =1 s=1
11 F12,02F13,.., 16 F11 . . . .
L T ST S B
[{i1,...,i6 }|=5

/
for a constant Cd, o

Finally, if |{i1,...,i6}| = 6, then letting j* = ji and i* = iy, our previous argument implies
that for eq. (8) to be nonzero, there must be some a > 2 such that j* = j2. Similarly, for each
s =3,...,6, there must be some a > 2 such that j* = j5. Then there are exactly 6 pairs (s,a)

such that ji = j*, so the number of distinct values of j is at most W}ﬂ + 1 =3d — 5. There
are at most pSn3?=5C" total choices of indices (i1,...,ig) and (j5:1<a<d—1,1<s<6) such
that [{i1,...,i6}| =6 and |[{j: 1 <a<d—1,1 <s <6} <3d—5, where C/ is a combinatorial
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constant depending on d but not on n and p. Then

p n n 6
2 /", 6,3d—5
g E E E H (x5 s s ZS+U1 wa ST, js Caop’n
el bl =l =t LS
11712,12713,...,16 11 17£ # -6 -6
’ J JiFFig_
[{i1,...,i6 }|=6 -t ! -t

for a constant C&’,a. Putting this together,

Cd,ow

E [Tr Rn,p,d(X)G] < n2
for some constant Cy, depending also on 7. Then for any € > 0,

E[Tr Ry pa(X)°] _ Caay
eb = ebn2”

PRy pa(X)| > €] <

so the Borel-Cantelli lemma implies lim sup,, ,, o [[Rnp,a(X)|| < € almost surely. As this holds for
all € > 0, the result follows. U

Lemma 5.4. Let R, ,4(X) be as in Definition 5.2, and let R, ,(X) be as in Theorem 2.6. As
n,p — 0o with % — v € (0,00), limy, psoo [[a2 R p2(X) — Ry p(X)|| — 0.

Proof. Let Ty, »(X) = aaRp p2(X) — Ry p(X). Then T, ,(X) has entries
. {nz (@23 -1 = (0 - - @3- 1) it
(22

0 i=1
_3 ; ;
B O IC R VAR N
0 i =i

Thus, excluding the diagonal, T;, ,(X) equals “—\/%TF%YYT where Y = (y;;) € RP*™ and y;; = :z%j —1.

By Assumption 2.1 and the main theorem of [16], 2||Y'Y7|| converges to a finite limit almost surely,
S0 n_%HYYTH — 0. For any ¢ > 0 and any ¢,

B (S -E) | o

)
]P) n 223/2] yz] - S 647’L6 S n4

for some constant C/(e, a) > 0 depending on € and « in Assumption 2.1. Then

pC(e, ) _ Cle,a,7)

n
p__3
maxmn 2 E >el|l < <
i=1 - y” n4 n3

for all large n, and hence HT np(X) — %n_%YYTH — 0 almost surely by the Borel-Cantelli lemma,
implying |77, ,(X)|| — 0 almost surely. O

We may now conclude the proof of Theorem 2.6.

Proof of Theorem 2.6. By Remark 3.3, Ky, »(X) = Qnp(X) + Rpp(X) + Spp(X). As Ry p,(X) =
Zc?:z aqRy pa(X), where R, , 4(X) is as in Definition 5.2, Proposition 4.1 and Lemmas 5.1, 5.3,
and 5.4 imply limsup,, , o [[Knp(X) — Rup(X)|| < llttaw~ll. On the other hand, Theorem 2.5
implies, for any € > 0, limy, 00 lzp L{N (Knp(X))] € [ltapqll — & |tapqyll]} > cp for some
constant ¢ := ¢(¢) > 0 a.s., so in particular, hmmf,”HOO max (A3 (K p(X)), —Ap—2(Kpnp(X))) >
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| ha,v || a.s., where A3(Kp, (X)) and A,_2(K, (X)) are the third-largest and third-smallest eigen-
values of K, ,(X). As Ry ,(X) has rank two, Weyl’s eigenvalue inequality implies A3(K, (X)) <
Amax (K p(X) — Ry p(X)) and —Ap—2(Kpp(X)) < =Amin(Knp(X) — Rnp(X)), hence establishing
lim inf,, oo || Knp(X) =R p(X)|| > ||fta.~ | almost surely. This concludes the proof of the theorem
upon setting K, »(X) = K, p(X) — Ry p(X). O

6. EXTENSION TO ODD KERNEL FUNCTIONS FOR (GAUSSIAN OBSERVATIONS

In this section, we prove Theorem 2.10. Our proof will rely on the following two results, the
first giving a polynomial approximation of the kernel function k& and the second providing a general
concentration inequality that will allow us to handle the remainder term from this polynomial
approximation.

Theorem 6.1 ([8]). Suppose w(z) is an even, lower semi-continuous function on R with 1 <
w(z) < oo, such that logw(z) is a convexr function of logx. Let Cy, be the class of continuous

functions on R such that lim;| o % =0 for all f € Cy, and suppose Cy, contains all polynomial

functions. If floo biﬁdm = 00, then for any f € Cy and € > 0, there exists a polynomial P such
that | f(x) — P(x)| < ew(z) for all z € R.

Proof. See the first Theorem on page 956 of [8]. O

Proposition 6.2. Let k be an odd and differentiable function with |k'(z)| < €81?! for some 8 > 0

and all x € R. Let X € RP*™ have entries x;; w N(0,1), and let K, ,(X) be the kernel inner-
product matriz with kernel k as in Definition 2.2. Suppose p,n — oo with 2 — ~. Then there exist
constants Ng ., Cg~ > 0, depending only on 8 and vy, such that

C
P[HKn,p(X)H > Cﬁ,’y] < %

for alln > Ng .

Assuming the above Proposition, let us first prove Theorem 2.10.

Proof of Theorem 2.10. By the given conditions, there exists 5 > 0 such that lim; “Z;fi‘f‘)' =0.
Applying Theorem 6.1 with w(z) = ePlrl for any € > 0, there exists a polynomial ¢ such that
|K/(x) — ¢(x)| < eePl*! for all z € R. As k is an odd function, k" is even, so we may take ¢ to
be an even polynomial function. (Otherwise, take the polynomial to be %(q(m) + ¢(—x)).) Let
q(z) = [y d(x)dx for all x € R, and let r(z) = k(z) — g(x). Then ¢ is an odd polynomial
function, r is hence also an odd function, and |'(z)| < ee®?! by construction. Let Q,,(X) be
the kernel inner-product matrix with kernel function ¢ as in Definition 2.2, and let R, ,(X) be

the kernel inner-product matrix with kernel function r(x), so that K, ,(X) = Qnp(X) + Ry p(X).
By Proposition 6.2, there exists a constant Cg, > 0 such that P[|| R, ,(X)| > eCs,] < %, for
all sufficiently large n, so limsup,, , o [|[Rnp(X)|| < eCg, almost surely. On the other hand, if
q(z) = apc+aichi(x)+...+aphp(z) where hy, ..., hp are the orthonormal Hermite polynomials
as in Definition 2.4, then a;. = 0 for all even j since ¢ is an odd function, and hence, in particular,
az = 0 and E[g(&¢)] = 0 for £ ~ N(0,1). Then by Theorem 2.6, ||Qnp(X)|| — ||ftac,ve vl Where
a: = a1 and v, = Zfl):l a?l,s‘ Hence

Itacar sl = £Cey < Tianinf [[ K p(X)| < T s1p 1Ko (OI < el + Cis
) n,p—00

for any € > 0. Note that |k(z) — ¢(z)| < %eﬁm for all x € R, so by the dominated convergence
theorem, lim. o E[(k(¢) — q(£))?] = 0 for & ~ N(0,1). Then a. — a and v, — v as € — 0, where
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a and v are defined as in Theorem 2.5 for the kernel function k. By Lemma 4.16, this implies
lime 0 [|Hacve v || = lftawy ], and hence limy, oo [[Knp(X)|| = [[Ha,vq]- U

In the remainder of this section, we prove Proposition 6.2. Our proof relies on the covering
bound || Ky p(X)[| = supyepo:|jy|<1 Yy K p(X)y < C'sup,cpr yT' K, ,(X)y for an appropriate choice
of covering set DY C {y € R : ||ly|| < 1} and sufficiently large constant C. The specific construction
of D and method of bounding sup,¢ D? y' K, »(X)y are inspired by a similar argument in [19].

Definition 6.3. Let G(3) C RP*™ x RP*"™ be the set of pairs (X, X') of p X n matrices such that
X < P+2vn, | X' < /p+2yn, and for alll =1,...,p,

165, (1 256ﬁ
- exp X; X ) < 3e
D Z < Vn | |

275
< X{TXZO < 325087,

z;él
o mmo cu

2751
168 |X1/TXZ/]> < 36256527

Lemma 6.4. Let X, X' € RP*" with x;j, z}; i N(0,1). Then for all sufficiently large p (i.e.
p > po(B));

P[(X, X") ¢ G(8 < dem + —5— +dpe
Proof. By Corollary 5.35 of [31], P [|| X|| > \/p + 2y/n] < 2¢™2, and similarly for X".

2
For £ ~ N(0,1) and ¢ > 0, E[e?l€]] < E[e%] + E[e%¢] = 2¢7, and Var[el€l] < E[e2°l]] < 2¢2¢°
Then for &;,...,&, ~ Y N(0,1), denoting f(&) = eclél — E[eCKIL

1 Ld 2 1 Ld 2 67302 P ‘
P [ Zeclgi‘ >3e2 | <P [ Zf(&) > 62] <—E (Z f(fi))
D i p i=1

=1
67362 6302
< p6 (pE [f(fz)G] + 15p2E [f(gz)ﬂ E [f(&)Q] + 15p3E [f(62)2] 3) < 12]1?3 ’

where the last line holds for all p > po(c). For any i # I, (X} X;, X)) L (| X:]|&, X;) where

& ~ N(0,1) is independent of X;. Hence

768621 %112
e n

D3

12862)1x,]2
ZeX( IXTX1|> e o |X

z;él
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for all p > pg (ﬁ, %) Then

1 < v 1216153652
l ee

Zex ( X7 X, \) > 3¢2566° ]
z;él
for all p > po(B), so using the chi-squared tail bound P[||X;||? > 2n] < e”5,

121¢15365° n
Zexp( XTX|> > 362560 §€73—|—e_§.
p
z;él
The same argument holds for the analogous sums with X{TXl, XT'X], and X{TXZ’ in place of X X,
and the result follows by a union bound. ([l

Lemma 6.5. Let y,z € RP satisfy ||yl < 1 and ||z|| < 1. Under the setup of Proposition 6.2,
/ 2

let F(X) = 27K, ,(X)y. Then E [et(F(X)_F(X NI{(X,X") € g(,@)}} < 2exp (%) for all

n > Ng,, for constants Ng,Cg, > 0 depending only on 3 and ~.

Proof. Consider F' as a function from RP" to R. Then

Vx,F(X)=V ii ! k:(X’ le)zy
X X = 191’
l l i=14'=1 \/ﬁ \/>

il

for vy, v, € RP with (vy); = K (X\/i(l) y;1{i # 1} and (vy); = K (X53Q> 2i1{i # 1}. Then

Z IVx, F(X)]”

2?/1 2 2 2212 2 2
:;ng”X” (A +WHXH [[vy|
2
4||X||2 A /<XiTXl) 2,2
== 5D >k 2
(L Vin
I#i

2
X2 p - (XEXN
< Tla QKT ) v

I£i

IVE(X)||* =

1/2
4
< AP Z v ( )

l;éz

1/2

>yt

=1
l#1
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1/2 1/2
_ 41X Hyuoo Z ,<X Xl> ”
< S k Sy
=1
l;éz 1#4
1/2
4||X|| H [ !
l;éz

For 0 € [O, %}, let X9 = X' cosf + X sinf. Then

1Xol[* < ([[X" cos 0] + [| X sin6]])* < 2] X"|[*(cos 0)* + 2[| X [|*(sin 0)* < 2max(|| X%, || X"[|*)

SO

S (GG $ e (421060 L0

I= v =1 v
1 I£i
L 48|(X/} cos 0 + X;sin0)T(X] cos § + X, sin0)|
- Zexp \/ﬁ
=1
I#i
- 48(1X7 2] + 1X7 X + IXT X+ 1X]7 X))
< Zexp \/ﬁ
=1
I#i
1/4
p T p /T
168| X! X; 166|X;" X
()] (S
=1 =1
144 14
1/4

1/4

1/4

o 166/ X7 X]| o 168| X7 X]|
e (MR || S (M) |

l;éz l;éz
where the last line follows from Holder’s inequality. Hence for any (X, X') € G(8),
Coally
IvE|? < Coltllee

nl/2
all n > Ng, and some constants Ng ., Cg~ > 0 depending on 3 and v. Then
E [{FO-FO{(X, X') € G(9)}]

E [exp 2 gtj@F(Xo)d@) 1{(X,X") € G(ﬁ)}]

IN
&=

™

2 2 7Tt d /
[/0 exp 2d€F(X9)> do 1{(X,X)eg(6)}]

I
>Hw
ﬁ

[ e (F9ree) R 10x x) € 5 a0

29
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where the third line follows from Jensen’s inequality, Xy = —X'sinf + X cosf in the fourth line,
and the inner-product VF(Xy)? Xy represents the vector inner-product in RP®. Noting that Xy
and Xy are independent and both equal in law to X, we may first condition on Xy and use the

~ ~ ~ (;2
Cauchy-Schwarz inequality and E [ecKX@)ijq <E [eC(X")U} +E [e‘c(xwiﬂ} < 2e2 to obtain

X” i

E []l{(X, X" e Q(ﬂ)}|X@] de

E [/ FCO-FENL{(X, X') € G()) ]

EE

3w

S~
(NE]

exp (7ZVF<X9>T5<9) 1{(X, X') € 6(8))

D=

1
2

IA
3w

\‘
[SIE]

E

exp <thF(X9)TX9> ‘X@]

IA
3 e

\"‘
[NME]

) <7r2t2‘vf;(X9)||2> E [ﬂ{(x, X ¢ g(ﬁ)}‘xg} ;] N

1
2

) 1{(X, X") € Q(B)}‘Xa] a0

SEIS

\‘
[SIE]

(7T2152|VF(X9)||2

E |exp >

< i/ogE :eXp (”%2”V§<X‘))’2> 1{(X,X") € 9(5)}} : do

72C3 41yl oot?
4n1/2 :

< 2exp(
U

Definition 6.6. For m = [log,p], let D5 = {y € R?: ||ly|| < 1,Vi,y? € {0, 1, %, %, %, ey 2m%}}
For each | = 0,1,...,m + 3, let m : DY — DY be defined by (m(y))i = vil{y? > 27!}, and let
mpi—1 : DY — Dy be defined by (my—1(y))i = vil{yf = 27'}.

Lemma 6.7. For any z € RP with ||z|| < 1, there exists y € DY such that ||z — y|| < 5, and hence
| M| <10 SUPye p? yI' My for any symmetric M € RP*P,

Proof. If © =0 or :1;12 =1 for some i, then we may take y = x. Otherwise, for each ¢ = 1,...,p, if
270 <22 <27 for some I € {1,...,m+ 3}, let y; = 93 sign(z;), and if 22 < 27™73 let y; = 0.
Then ||ly|| < ||z|| <1 and y € DE, and

lz—yl>= > (@-w)i+ >

dg?>2-m=3 iix2<2—m=3
2
1— S 2 4 2
< /2 x; x;
iix2>2-m—3 irg2<2-m—3

|
/N
—
|
S
~—
[}
+
TR
|
=
|
Sy
~—
—
g
&8
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establishing the first claim. The second claim then follows from Lemma 5.4 in [31]. O

Lemma 6.8. For some constant C > 0, m = [logy p|, and alll € {0,1,...,m + 3}, log {m(y) :
ye DY < C(m+4—1)2"

Proof. For any [ € {0,1,...,m},

2l
i) sy e DR < 30 (1)2*
k=0

as there are at most 2 non-zero entries of ﬂl\l_l(y), and for each non-zero entry there are two

choices of sign. Using (i) < (%)k, and noting that k — (2ep)*k~* is monotonically increasing over

k € [0,2p] and that 2! < 2p for I < m, this implies

!
2ep 2 — 2!
log {mpi—1(y) 1 y € DY} <log (1 + 2! <21> ) < log <1 + 2! (262 l) > <C(m—1+1)2

for a constant C' > 0. For [ € {m +1,m +2,m + 3}, we use the bound [{my;_1(y) : y € Dy}| < 3P,
as each coordinate of m;_;(y) takes one of three values. Then

log [{mp—1(y) 1 y € D5} < C2™ < C(m + 4 — )2
for a constant C > 0. Then

l l l -1 k
log [m(y)] < loglmp; i) SCY (m+4—5)2 =Clm+4-1Y 27 +CY Y 2
§=0 =0 =0 k=0 j=0
<20(m+4—1)2"' +202' < C'(m +4 —1)2!
for a constant C’ > 0. O

Lemma 6.9. Under the setup of Proposition 6.2, let m = [logsp|. Then there are constants
C,Cg,Ng >0 such that for any l € {0,1,...,m+ 3}, any t >0, and any n > Ng_,

C 4—] QZ_L\/ﬂn
] < 2e (-2 =525

)

P lsug m(y) " K p(X)mpu—1(y) > t and (X, X') € G(B)
yeDh

and for any 1 € {1,...,m+ 3}, any t > 0, and any n > Ng,,

. . Cm+a—1)2—£2n
P | sup m_1(y)" Knp(X)mp—1(y) >t and (X, X") € G(B)| < 2e By .

yeDE

Proof. Letting m = [logyp| and j =1 —1 or [,

P [S‘lgp T (y) K p(X) T i—1(y) >t and (X, X') e 9(5)]
yels

=P

swp () Knp(X)mya(y) > £ and (X, X) € 9(5)]
ye{m (z):xzeDY}

< =02 i P (y) Knp(X)mn 1 (y) > t and (X, X') € G(8)]
ye{m (z):xzeDY}

< ec(m+4fl)2lei/\t sup E |:€)\7Tj(y)Kn,p(X)7Tl\l—1(y):ﬂ_{(X, X/) S g(ﬁ)}} )
ye{m (z):xeDE}

where the second line follows from mp;_1(y) = mp—1(m(y)) and m_1(y) = m_1(m(y)), the third
line follows from a union bound and Lemma 6.8 for some constant C' > 0, and the fourth line
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follows from Markov’s inequality for any A > 0. Let A be the set of all diagonal matrices in RP*P
with all diagonal entries in {—1,1}. Note that (X, X") € G(B) if and only if (X, DX’) € G(B) for
all D € A. Then, conditional on X and (X, X’) € G(8), X’ is equal in law to DX’ for D uniformly
distributed over A, and

E[K»(X)IX, (X, X') € G(B)]
= E[K,,(DX")|X, (X, X") € G(B)]
= E[E[K,,(DX")|X", X, (X, X') € G(B)]| X, (X, X") € G(B)]
=0,

where the last line follows from E[K, ,(DX’)] = 0 for any fixed X’ € RP*™ as the kernel function
k is odd. Hence by Jensen’s inequality, for any y € D5,

E |:€7)\7T]’(y)Kn,p(Xl)ﬂ'l\l—l(y)‘X’ (X7 X/) c g(ﬁ) >1,

and so

B [eAﬂj(y)Kn,p(X)Wl\lfl(y)]l{(X,XI) € Q(B)}}
) _eAﬁj(y)Kn7p(X)7rl\l—1(y)‘(X’ X/) € g(ﬂ)] P[(Xv X,) € g('ﬁ)]
< E [} @ Knp(XOmu1 )R {e—AyKn,p(xf)m\H(y)’X7 (X, X') e Q(ﬁ)} )(X, X' e 9(5)} P(X, X") € G(B)]

& :em(y)(Kn,p<x>—z<n,p(xf>>m\l_1(y)‘( X, X') e g(ﬁ)} P[(X,X’) € G(B)]

= E [ @) Enp(X)=Knp(X Dm0 {( X, X7) € g(/i’)}} '

Noting that [|mp;—1(y) [l < 27%, Lemma 6.5 implies this last quantity is at most 2exp (C\%Tn )
for all y € D} and n > Ng_,. Setting A = “ 2 n glves the desired result. O

Proof of Proposition 6.2. Let m = [log, p}, let DY, m, and mpi—1 be as in Definition 6.6, and let
C,Cgy > 0 be the constants in Lemma 6.9. We may assume without loss of generality C' > 3. For
eachl=0,...,m+ 3, let

V/8CCs (m +4—1)21
ni '
Let X’ be an independent copy of X. Then by Lemma 6.9, for alln > N, and eachl =0, ..., m+3,

t; =

P [SUP m(y) " Knp(X)mp-1(y) >t and (X, X') € 9(5)] < 9~ Clm+4-02"
yeDY

and foreach [ =1,...,m+ 3,

P [Sllp M1 (y)" Knp(X)my -1 (y) >t and (X, X') € Q(ﬁ)] < ¢~ ClmH=h2,

yeD¥
Note
m+3 m+3 m+3 1 / m
8005V 5t _ 2V/8CCs, i Cpa20
2> ti< 2 (4= = =20 ) ) s = < Gy
1=0 ns 1=0 j=0 n4

for some constants Cé,,y, Cgﬁ > 0, while

m—+3 m—+3
sup yTKn,p(X)y = sup Z 7Tl(y)TI(n,p( 7rl\l 1 + Z TN\I— 1 Kn,p(X)ﬂ'lfl(y)
yGDS yEDg 1=0
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m+3 m—+3
< Z sup m(y)" Knp(X)mp-1(y) + Z sup 71 (y)" K p(X)mp -1 (y)-
1=0 YED3 1=1 veD}

Then

P [sup y K p(X)y > C’Zi7 and (X, X') € g(ﬁ)]
yeDE

m+3
<> P !sup w1 (y)" K p(X)mp -1 (y) >t and (X, X') € Q(ﬁ)]
=0 |veD3

m+3
+Y P [SHP m1(y) " Ko p(X)mpi—1(y) >t and (X, X') € 9(5)]

=1 |veDj
s ! C'logp
< 4 Z e—C(m+4—l)2 < 4(m+4)e—3m < -
p
=0

for some constant C’ > 0 and all n > N .. By Lemma 6.4, this implies

c'1 ) "
< % +P[(X, X) ¢ G(B)] < —o

P [sup yTKmp(X)y > Cgﬁ -

yeD?

forallm > N é ., and some constants Cg’ N éﬁ > 0. The desired result then follows from Lemma
6.7. ]

APPENDIX A. COMBINATORIAL RESULTS

This appendix contains the proofs of a number of combinatorial lemmas used in Section 4, as
well as the proof of Proposition 4.15 and the explicit construction of the map ¢ in that proposition.
We restate any lemmas previously stated in Section 4 using their original numbering.

Lemma 4.11. Suppose a simple-labeling of an l-graph has k n-vertices with non-empty label and
m total distinct p-labels and distinct non-empty n-labels. Then m < # + 1.

Proof. Let I = {1,...,p} and J = {1,...,n}, and consider an undirected graph G on the vertex
set IUJ (the disjoint union of I and J with n+ p elements, treating elements of I and the elements
of J as distinct). Let G have an edge between 7,7’ € I if there are two consecutive p-vertices of
the I-graph having p-labels 7 and 7’ in the simple-labeling and such that the n-vertex between them
has empty label, and let G have an edge between ¢ € [ and j € J if there are two consecutive
vertices of the [-graph such that the p-vertex has label ¢ and the n-vertex has label j. The number
of vertices of G incident to at least one edge is m, and G must be connected, so it has at least m —1
edges. Note that an edge in G between 7,7 € I corresponds to at least two consecutive pairs of
p-vertices in the [-graph such that the n-vertex between them has empty label, by condition (3) of
Definition 4.10, so the number of such edges is at most l_2k . Similarly, an edge in G between i € I
and j € J corresponds to at least two pairs of consecutive n and p-vertices of the [-graph such that
the n-vertex has non-empty label, by condition (2) of 4.10. Hence, the number of such edges is at

most % Then m —1< H'Tk O

Lemma A.1. In any multi-labeling of an l-graph, each distinct n-label that appears must appear
on at least two n-vertices.

Proof. Suppose that an n-label j appears only once. The two p-vertices preceding and following
that n-vertex must have distinct labels, say i; and is, by condition (1) of Definition 4.3. Then
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exactly one edge in the I-graph has p-vertex endpoint labeled ¢; and n-vertex endpoint having label
j (and similarly for io and j), contradicting condition (3) of Definition 4.3. O

Lemma A.2. Suppose l =2 orl = 3. Then for any multi-labeling of the l-graph, all | p-labels are
distinct, and all I n-vertices have the same tuple of n-labels, up to reordering.

Proof. That all [ p-labels are distinct is a consequence of condition (1) of Definition 4.3. Then by
conditions (2) and (3) of Definition 4.3, the n-vertices immediately preceding and following each
p-vertex must have the same tuple of n-labels, up to reordering, and hence all [ n-vertices has the
same tuple of n-labels. O

Lemma A.3. In a multi-labeling of an l-graph with | > 4, suppose a p-vertex V is such that its
p-label appears on no other p-vertices. Let the n-vertex preceding V' be U, the p-vertex preceding U
be T, the n-vertex following V be W, and the p-vertex following W be X.

(1) If T and X have different p-labels, then the graph obtained by deleting V and W and
connecting U to X is an (I — 1)-graph with valid multi-labeling.

(2) If T and X have the same p-label, then the graph obtained by deleting U, V., W, and X and
connecting U to the n-vertex after X is an (I — 2)-graph with valid multi-labeling.

Proof. First consider case (1). As T and X have distinct p-labels, it remains true that no two
consecutive p-vertices in the (I — 1)-graph have the same p-label, so condition (1) of Definition 4.3
holds. Condition (2) of Definition 4.3 clearly still holds as well. If V has p-label i and W has
n-labels (ji,...,74), then U has n-labels (j1,...,74) as well, up to reordering, by conditions (2)
and (3) of Definition 4.3 for the original [-graph and the fact that V is the only p-vertex with label
i. Then in the (I — 1)-graph obtained by deleting V' and W, the number of edges with p-vertex
endpoint labeled i and n-vertex endpoint having label js for any s = 1,...,d is zero, and the
number of edges with p-vertex endpoint labeled " and n-vertex endpoint having label ;' is the same
as in the original I-graph for all other pairs (i, j'). Thus condition (3) of Definition 4.3 still holds
as well, so the (I — 1)-graph still has a valid multi-labeling.

Now consider case (2). X and the p-vertex after X must have different p-labels in the original
l-graph, by condition (1) of Definition 4.3. As T" and X have the same p-label, this implies T and
the p-vertex after X must have different p-labels, so condition (1) of Definition 4.3 still holds in the
(I—2)-graph. Condition (2) of Definition 4.3 clearly still holds in the (I —2)-graph as well. Suppose
V has p-label i1, T' and X have p-label i2, and W has n-labels (ji,...,j4). Then by conditions (2)
and (3) of Definition 4.3 for the original [-graph and the fact that V is the only p-vertex with label
i1, U must also have n-labels (ji,...,74), up to reordering. Then in the (I — 2)-graph obtained
by deleting U, V, W, and X, the number of edges with p-vertex endpoint labeled i; and n-vertex
endpoint having label js for any s = 1,...,d is zero, the number of edges with p-vertex endpoint
labeled i3 and n-vertex endpoint having label j, for any s = 1,...,d is two less than in the original
l-graph, and the number of edges with p-vertex endpoint labeled ¢’ and n-vertex endpoint having
label j” is the same as in the original l-graph for all other pairs (i’,j’). Hence condition (3) of
Definition 4.3 still holds as well, so the (I — 2)-graph still has a valid multi-labeling. O

Lemma 4.4. Suppose a multi-labeling of an l-graph has dy,...,d; n-labels on the first through
1™ n-vertices, respectively, and suppose that it has m total distinct p-labels and n-labels. Then
l

m < 7”23:1 ds + 1.
Proof. We induct on [. For [ = 2, a multi-labeling must have di = de and m = d; + 2, and for
I = 3, a multi-labeling must have dy = do = d3 and m = d; + 3, by Lemma A.2. The result is then
easily verified in these two cases.

Suppose by induction that the result holds for I — 2 and [ — 1, and consider a multi-labeling of
an [-graph with dy,...,d; and m as specified, and [ > 4. If each distinct p-label which appears in
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the labeling appears at least twice, then there are at most % distinct p-labels. Lemma A.1 implies

there are at most # distinct n-labels, so m < Hzi%ds’ establishing the result.

Thus, suppose that some p-vertex V has a label that appears exactly once. Let the n-vertex
preceding V' be U, the p-vertex preceding U be T', the n-vertex following V be W, and the p-vertex
following W be X. If T and X have different p-labels, follow procedure (1) in Lemma A.3 to obtain
a multi-labeling of an (I — 1)-graph. This multi-labeling now has m — 1 total distinct p-labels and

l
n-labels, and so the induction hypothesis implies m — 1 < Hﬁ# + 1 where d is the number

of n-labels of the deleted n-vertex W. Hence m < Hzi%ds — % +2< HZ@%% + 1.

If T and X have the same p-label, follow procedure (2) of Lemma A.3 to obtain a multi-labeling
of an (I — 2)-graph. This multi-labeling has at least m — d — 1 and at most m — 1 total distinct
p-labels and n-labels, where d is the number of n-labels of the deleted n-vertex W. The induction

_ l _ l
hypothesis implies m —d — 1 < M +1,s0om < H&%lds + 1. This completes the
induction in both cases, establishing the desired result. O

Lemma A.4. Suppose a multi-labeling of an l-graph has excess A, dy,...,d; n-labels on the first
through 1™ n-vertices, respectively, and at most é distinct p-labels. Then at most 6A — 6 of the

215:1 ds total n-labels are such that that distinct n-label appears three or more times in the labeling.

Proof. Observe that if m total distinct p-labels and n-labels appear in the labeling, and at most é of
these are p-labels, then the labeling has at least m—% distinct n-labels. If ¢ is the number of distinct
n-labels that appear exactly twice, then, as each distinct n-label appears at least twice by Lemma
A.1, a pigeonhole argument implies 2¢+ 3 (m — é —¢) < 215:1 ds, 80 ¢ > 3m — %l - Zizl ds. Then
the n-labels which appear exactly twice account for at least 6m — 31 — 2 Zizl ds of the Zé:l ds

total n-labels, implying that at most 3] + 3 le:1 ds — 6m = 6A — 6 total n-labels remain. O

Remark A.5. Lemma A.4 implies that if an l-graph has at most % distinct p-labels, then it has
excess A > 1.

Lemma A.6. Suppose a multi-labeling of an [-graph has excess A. For each p-label i and n-label
J, let byj be the number of pairs of consecutive vertices in the l-graph such that the p-vertex of the
pair is labeled i and the n-vertex of the pair has label j in its tuple. Then Zi,j:bij>2 bij < 12A.

Proof. We induct on [. For [ = 2 or 3, we must have b;; = 2 for all (4, j) by Lemma A.2, and A >0
by Lemma 4.4, so the result holds.

Suppose the result holds for [ — 2 and [ — 1, and consider a multi-labeling of an [-graph with
[ > 4. If each p-label that appears in the labeling appears at least twice, then there are at most
é distinct p-labels, so Lemma A.4 implies that at most 6A of the total n-labels are such that that
distinct n-label appears at least three times. Note that for any distinct n-label j that appears only
twice, bjj = 2 or bj; = 0 for all p-labels i, by conditions (1) and (3) of Definition 4.3. For any
distinct n-label j that appears at least three times, Ei:bij>2 bi; is exactly twice the total number
of appearances of j as an n-label (as the p-vertices to the left and right of any n-vertex containing
label j each contributes 1 to this sum). Then Zz‘,j:bij>2 bij < 12A by Lemma A.4.

Now suppose that some p-vertex V has a label ¢ that appears exactly once in the labeling.
Consider the (I — 1)-graph or (I — 2)-graph obtained by following either procedure (1) or procedure
(2) of Lemma A.3. In the (I — 1)-graph, b;; = 0 for n-labels j that appear on the deleted n-
vertices U and W, whereas b;; = 2 for such n-labels j in the original /-graph, and the values
by i for all other pairs (i,j’) are the same in the two graphs. Hence ) b;j is the same

bij <

i,j:bi]'>2

in the (I — 1)-graph as in the [-graph. Then the induction hypothesis implies Zi,j:bij>2
l

12 (HJ&# +1—(m-— 1)) < 12A, where d is the number of n-labels on the deleted n-vertex

W (or U) and m is the total number of distinct n and p-labels in the original [-graph.
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In the case of the (I—2)-graph, suppose the deleted n-vertex W (or U) had d n-labels, of which d’
appear on an n-vertex other than W and U. If j is a distinct n-label that does not appear on W or
U, then clearly b;; is the same in the (I —2)-graph and the original I-graph for all i. If j is one of the
d—d' distinct n-labels that appear only on W and U, then b;; = 0 or 2 in both the (I —2)-graph and
the original I-graph for all 7. If j is one of the other d’ distinct n-labels, then in deleting U, V', W,
and X, we may have reduced b;; by 2 for at most two distinct i-labels (corresponding to the i-labels
of V and X). This implies Zi:bij 9 bij reduces by at most 8 for this j, with the maximal reduction
occurring if b;; = 4 for both of these distinct i-labels in the original [-graph. Then by the induction

— l —
hypothesis, Zi,j:bij>2 bij —8d <12 (M +1—-(m—-1-(d— d’)), as the (I — 2)-graph

!
has m—1—(d—d’) total distinct n and p-labels. Then Z’i,jibij>2 bij <12 (Hz%lds +1—-m— d') +
8d' < 12A, so the result holds in this case as well, completing the induction.

This concludes the proof of all combinatorial lemmas used in Section 4. The remainder of this
appendix establishes Proposition 4.15 and provides the explicit construction of the map ¢ in that
proposition.

Definition A.7. In an l-graph with a multi-labeling, an n-vertex is single if it has only one n-label.
It is a good single if it is single and if its n-label does not appear on any other n-vertex that is
not single. Otherwise, it is a bad single.

Definition A.8. In an l-graph with a (p,n)-multi-labeling, a pair (V, V') of distinct (not necessarily
consecutive) n-vertices is a good pair if the following conditions hold:

(1) V and V' have the same tuple of n-labels, up to reordering,

(2) V has at least two n-labels (as does V'),

(3) Each distinct n-label appearing on'V and V' does not appear on any other n-vertices besides
V and V'.

Remark A.9. The p-labels of the two p-vertices preceding and following V. must be distinct, by
condition (1) of Definition 4.3, and similarly for the p-labels of the two p-vertices preceding and
following V'. As each n-label for V and V' does not appear on any other vertices besides V and V',
condition (3) of Definition 4.3 requires that, in fact, the two p-labels of the p-vertices preceding and
following V' are the same as those of the p-vertices preceding and following V' (but not necessarily
in the same order).

Definition A.10. Suppose (V,V') is a good pair of n-vertices. Let the p-vertices preceding and
following V' be U and W, respectively, and let the p-vertices preceding and following V' be U’ and
W', respectively. Then the good pair (V,V') is proper if U has the same label as W' and U’ has
the same label as W, and it is improper if U has the same label as U and W has the same label
as W’'.

Definition A.11. The label-simplifying map is the map from (p, n)-multi-labelings of an l-graph
to (p,n + 1)-simple-labelings of an l-graph, defined by the following procedure:
(1) While there exists an improper good pair of n-vertices (V, V'), iterate the following: Let W
be the p-vertex following V. and W' be the p-vertex following V', and reverse the sequence
of vertices starting at W and ending at W' along with their labels. (I.e., swap W with W',
the n-vertez following W with the n-vertex preceding W', etc.)
(2) For each n-vertex in a good pair, relabel it with the empty label.
(3) For each n-vertex that is neither a good single nor part of a good pair, relabel it with the
single label n + 1.

Remark A.12. In the case where there are multiple improper good pairs in step (1) of this proce-
dure, it will not be important for our later arguments in which order the pairs (V,V') are selected.
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For concreteness, we may always select {V,V'} to be the improper good pair whose sorted n-label-
tuple is smallest lexicographically, and we may take V to come before V' in the l-graph cycle.

Lemma A.13. The following are true for the label-simplifying map in Definition A.11:

(1) Step (1) of the procedure in Definition A.11 always terminates in a valid (p, n)-multi-labeling
with no improper good pairs.

(2) The image of any (p,n)-multi-labeling under the map is a valid (p,n + 1)-simple-labeling.

(3) If two multi-labelings are equivalent, then their image simple-labelings are also equivalent.

Proof. Clearly each reversal in step (1) of the procedure in Definition A.11 preserves condition (2)
of Definition 4.3 as well as the number of good pairs and n-labels of each good pair. As W and
W' have the same p-label because (V, V') is improper, it also preserves conditions (1) and (3) of
Definition 4.3, so the labeling of the vertices after each such reversal is still a valid (p,n)-multi-
labeling. Each time an improper good pair (V, V') is identified and a reversal is performed, V' and
V' become consecutive n-vertices in the [-graph, and the pair (V,V’) becomes a proper good pair.
As V and V' are consecutive, they must remain consecutive under each subsequent reversal that is
performed, so their properness is preserved. Hence the procedure must terminate after a number of
iterations at most the total number of good pairs in the multi-labeling, and the final multi-labeling
is such that all good pairs are proper. This establishes (1).

To prove (2), note that the image labeling under the label-simplifying map has either one n-label
or the empty label for each n-vertex. Condition (1) of Definition 4.10 holds for the image labeling
by condition (1) of Definition 4.3 for multi-labelings, as the p-labels are preserved under steps (2)
and (3) of the procedure in Definition A.11. As all good pairs in the multi-labeling obtained after
applying step (1) of the procedure are proper, and step (2) of the procedure maps their labels to
the empty label, condition (3) of Definition 4.10 holds for the image simple-labeling. Finally, note
that if j is an n-label appearing on good single vertices in the multi-labeling, then condition (2) of
Definition 4.10 holds in the image labeling for this j and all p-labels ¢ by condition (3) in Definition
4.3 for multi-labelings. For the new n-label n + 1 created under the label-simplifying map, note
that for each distinct p-label ¢, there must be an even number of total edges in the [-graph cycle
with p-endpoint labeled 7. Of these, there must be an even number with n-endpoint j for any good
single label j, by the above argument, and there must also be an even number with n-endpoint
belonging to a good pair in the multi-labeling since these edges must come in pairs. Hence the
number of remaining edges adjacent to any p-vertex with label ¢ must also be even. These are
precisely the edges with p-vertex endpoint labeled ¢ and n-vertex endpoint labeled n + 1 in the
image labeling, so condition (2) of Definition 4.10 holds for the new n-label n + 1 and all p-labels
i as well. Hence the image labeling is a valid (p,n 4 1)-simple-labeling, establishing (2).

For (3), note that two p-vertices have the same label in the multi-labeling if and only if they have
the same label in the image simple labeling, so equivalence of p-labels is preserved under the map.
Furthermore, equivalent multi-labelings have the same good pairs of n-vertices and the same good
single n-vertices, and the good single n-vertices are divided into the same sets of vertices that share
a common label. Hence equivalence of n-labels is also preserved under the map, so (3) holds. [

Definition A.14. Let C and C be the set of all multi-labeling equivalence classes and simple-
labeling equivalence classes, respectively, of an l-graph. For L € C and any multi-labeling in class
L, let £ € C be the equivalence class of its image simple-labeling under the label simplifying map of
Definition A.11. Then define ¢ : C — C by o(L) = L.

By parts (2) and (3) of Lemma A.13, the above construction of ¢ is well-defined. The remainder
of this appendix shows that ¢ satisfies the conditions of Proposition 4.15.

Lemma A.15. Suppose a multi-labeling of an l-graph has excess A. Then at most 42A pairs of
consecutive p-vertices are such that their pair of p-labels appears (in some order) on three or more
pairs of consecutive p-vertices.
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Proof. We induct on I. For [ = 2 and 3, there are zero pairs of consecutive p-vertices satisfying the
condition of the lemma, and A > 0 by Lemma 4.4, so the result holds.

Suppose by induction that the result holds for [ — 2 and [ — 1, and consider a multi-labeling of
an [-graph with [ > 4. Let di,...,d; be the number of n-labels on the first through I*" n-vertices,
respectively, and let m be the number of distinct p-labels and n-labels. First suppose each distinct
p-label which appears in the labeling appears at least twice. Then there are at most é distinct
p-labels. Lemma A.4 implies that there are at least [ — 6A n-vertices such that all of its n-labels
appear exactly twice. For any such n-vertex W and n-label j for W, consider the other n-vertex
W' also having n-label j. The two p-vertices preceding and following W must have the same pair
of labels as the two p-vertices preceding and following W', by conditions (1) and (3) of Definition
4.3. This implies that there are at most 6A pairs of p-labels which appear (in some order) on only
one consecutive pair of p-vertices.

On the other hand, the number of distinct p-labels in the multi-labeling is at most one more
than the number of distinct pairs of p-labels appearing on pairs of consecutive p-vertices. This is
easily seen by considering the undirected graph with vertices {1,...,p}, having an edge between
i,i' € {1,...,p} if and only if some consecutive pair of p-vertices have labels i and i. The edges
of this graph must form a single connected component, so the number of vertices adjacent to at
least one edge (which is the number of distinct p-labels appearing in the multi-labeling) is at most

l
one more than the number of edges. Note that by Lemma A.1, there are at most # distinct

l
n-labels in the multi-labeling, so there are at least m — # distinct p-labels. Hence, there are at

1
_.d
least m — %

—1= é — A distinct pairs of consecutive p-labels. By our previous argument, at
least % — 7A of these pairs appear on at least two pairs of consecutive p-vertices. If ¢ distinct pairs
of p-labels appear on exactly two pairs of consecutive p-vertices, then by a pigeonhole argument,
2c+3 (% —TA — c) <l,so0c> % — 21A. These account for at least [ — 42A pairs of consecutive p-
vertices, implying that at most 42A pairs of consecutive p-vertices have a pair of p-labels appearing
three or more times. This establishes the result in this case.

Now suppose that there is some p-vertex, V', whose p-label appears only once in the labeling.
Consider the (I — 1)-graph or (I — 2)-graph obtained by following either procedure (1) or procedure
(2) of Lemma A.3. Note that this (I — 1)-graph or (I — 2)-graph has the same number of pairs of
consecutive p-vertices such that their pair of p-labels appears on three or more pairs of consecutive
p-vertices as in the original [-graph, since no such pair in the original /-graph could contain the
p-label of V. On the other hand, our proof of Lemma 4.4 shows that this (I — 1)-graph or (I — 2)-
graph has excess less than or equal to the excess of the original I-graph. Then the desired result
follows from the induction hypothesis. O

The next lemma represents a key insight into the structure of the multi-labelings defined in
Definition 4.3. It indicates that in any multi-labeling with small excess A, most of the non-single
n-vertices must belong to a good pair, and in particular, if A = 0, then all non-single n-vertices
belong to good pairs.

Lemma A.16. Suppose a multi-labeling of an l-graph has excess A and k single n-vertices. Then
there are at least % — 48A good pairs of n-vertices.

Proof. Let the multi-labeling have d1, . . ., d; n-labels for the first through I*" n-vertices, respectively,
and m total distinct p-labels and n-labels. We induct on . If [ = 2, then Lemma A.2 implies di = da,
m=d;+2,and A =0. If di =ds = 1, then k = 2 and there are no good pairs, and if d; = do > 2,
then k£ = 0 and there is one good pair. Hence the result holds. If [ = 3, then Lemma A.2 implies
di =do =d3, m =d; + 3, andA:dl—Q_l. If dy =dy =d3 =1, then £k =3, A =0, and there are
no good pairs. If di =dy =ds > 2, then k=0, A > %, and there are still no good pairs. In either
case, the result also holds.
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Assume by induction that the result holds for [ — 2 and [ — 1, and consider a multi-labeling of
an [-graph with [ > 4. First suppose each distinct p-label which appears in the labeling appears at
least twice. Then there are at most % distinct p-labels. As there are [ — k non-single n-vertices, by
Lemmas A.1 and A.4, there are at least [ — k — 6A non-single n-vertices such that each n-label of
that vertex appears exactly twice. Let V be one such n-vertex. Suppose that V' has two n-labels
j1 and jo that occur on two different n-vertices Wy and Ws respectively, in addition to V. Then by
conditions (1) and (3) of Definition 4.3, the three pairs of consecutive p-vertices around V', Wy, and
W5 must have the same pair of (distinct) p-labels. By Lemma A.15, there are at most 42A such
n-vertices V. Now suppose that all n-labels of V' reappear on a single other n-vertex Wy, but Wy
has some additional n-label j not appearing on V. Then either all additional n-labels of W7 appear
at least three times, or there is some n-label j appearing on W; and a single other n-vertex Wa,
but not on V. In the former case, the number of such vertices Wi is at most 6A by Lemma A.4.
As V is the unique n-vertex sharing an n-label with Wy that appears exactly twice, this implies
the number of such vertices V' is also at most 6A. In the latter case, the three pairs of p-vertices
around V', Wy, and W5 must have the same pair of p-labels, so by Lemma A.15, the number of such
vertices V' is at most 42A. Combining the results from all of these cases, there are then at least
I — k — 96A non-single n-vertices V' whose labels all appear exactly twice, on one other n-vertex
V', and such that V’ has no additional n-labels. These pairs (V, V') form at least % — 48A good
pairs, so the conclusion holds.

Now suppose there is some p-vertex, V', whose p-label appears only once in the labeling. Let the
n-vertex preceding V' be U, the p-vertex preceding U be T', the n-vertex following V' be W, and
the p-vertex following W be X. By conditions (2) and (3) of Definition 4.3 and the fact that the
p-vertex of V appears only once, U and W must have the same tuple of n-labels, up to reordering.

Consider four cases:
(1) T and X have different p-labels, and U and W are single.
(2) T and X have different p-labels, and U and W each have d > 2 n-labels.
(3) T and X have the same p-label, and U and W are single.
(4) T and X have the same p-label, and U and W each have d > 2 n-labels.

In cases (1) and (2), remove V and W, and connect U to X. Lemma A.3 implies that the resulting
graph is an (I — 1)-graph with a valid multi-labeling. In case (1), this (I — 1)-graph has k — 1 single
n-vertices, 22:1 ds — 1 total n-labels, and m — 1 total distinct p-labels and n-labels. Then by the

1
induction hypothesis, it has at least % —48 ((l—1)+(225:1 de=l) 4 q (m — 1)) = % —48A
good pairs. Note that in case (1), this (I — 1)-graph must have the same number of good pairs as
the original [-graph, so the desired result holds.

In case (2), the (I — 1)-graph has k single n-vertices, le:1 ds — d total n-labels, and m — 1
distinct p-labels and n-labels. By the induction hypothesis, as d > 2 by assumption, it has at least
W —48 <(l_1)+(2213:1 ded) 41— (m — 1)) > 5k — 48A +1 good pairs. This (I — 1)-graph can
have at most one more good pair than the original [-graph. (It has exactly one more good pair if
the removed n-vertex W had a tuple of n-labels that occurred exactly three times on three different
n-vertices in the original [-graph.) So the number of good pairs in the original [-graph is at least
Lk _ 48A and the conclusion holds in this case as well.

In cases (3) and (4), remove U, V, W, and X, and connect T to the n-vertex after X. Lemma
A.3 implies that the resulting graph is an (I — 2)-graph with a valid multi-labeling. In case (3), this
(I—2)-graph has k— 2 single n-vertices, 215:1 ds — 2 total n-labels, and either m — 2 distinct p-labels
and n-labels if the removed n-vertices had an n-label appearing only those two times, or m — 1
distinct p-labels and n-labels otherwise. Suppose the former. Then, by the induction hypothesis,

1
this (I — 2)-graph has at least 072)5& —48 ((l—2)+(223:1 d=2) 41— (m— 2)) = 5E — 48A good




40 THE SPECTRAL NORM OF RANDOM INNER-PRODUCT KERNEL MATRICES

pairs, and it has the same number of good pairs as the original l-graph. If, instead, the (I —2)-graph
has m — 1 distinct p-labels and n-labels, then it can have at most one more good pair than the
original I-graph. (It has exactly one more good pair if the (I—2)-graph has a pair of n-vertices having
the n-label of the removed vertices U and W, and this pair now forms a good pair.) But in this case,

l
the (I — 2)-graph has at least % — 48 <<l*2)+(228=1d572) +1—(m-— 1)) > 5E 48N +1

good pairs, so the original [-graph must have at least % — 48A good pairs in this case as well.

Finally, in case (4), the (I — 2)-graph has k single n-vertices, le:1 ds — 2d total n-labels, and at
least m —d — 1 and at most m — 1 distinct p-labels and n-labels. If it has exactly m —d — 1 distinct
p-labels and n-labels, then we must have removed a good pair, and by the induction hypothesis, the

1
(I —2)-graph has at least (1722)7]6 —48 ((172”(25:1 do=2d) | p (m—d— 1)) = % —48A — 1 good

pairs. Hence the original [-graph had at least % —48A good pairs. If, instead, the (I —2)-graph has
m — c— 1 distinct p-labels and n-labels for 0 < ¢ < d (so that d — ¢ distinct n-labels in the removed
pair of n-vertices U and W appear more than just those two times), then U and W cannot be a good
pair in the original [-graph, and the (I —2)-graph can have at most d — ¢ more good pairs than the [-
graph, one for each distinct n-vertex label of U and W that appeared more than twice in the I-graph.

l
The (I—2)-graph has at least W—ZLS <(l_2)+(z§:1 de2d) 4 q (m—c— 1)) > Bk _48A+d—c

good pairs, which implies that the original I-graph had at least % — 48A good pairs.

This completes the induction in all cases, so the conclusion holds for all [. O

Remark A.17. In the context of Theorem 2.5 and Lemma 4.7, if a = 0, then only multi-labeling
equivalence classes with no single n-vertices contribute to the sum in eq. (6). By Lemma A.16,
the multi-labelings with no single n-vertices and excess A = 0, which comprise the dominant term

l
of this sum, must be such that all n-vertices belong to good pairs. Then there are exactly #
distinct n-labels in such multi-labelings, which in turn implies by the definition of A that there are
ezxactly é + 1 distinct p-labels. By Remark A.9, this identifies the sequence of p-labels appearing

along the l-graph cycle as a traversal of a tree with % edges in the complete graph having vertices
{1,...,p}, where each edge of the tree is traversed exactly once in each direction. This corresponds
exactly to Wigner paths in the combinatorial proof of the semicircle law for Wigner matrices and
explains the emergence of the semicircle law as the limit measure fiq, 1 Theorem 2.5 in the case
where a = 0.

Remark A.18. A statement analogous to Lemma A.16 for the single n-vertices does not hold, i.e.,
it is not true in general that if a multi-labeling of an l-graph has excess A and k single n-vertices,
then at least k — O(A) of these are good singles.

Lemma A.19. Suppose a multi-labeling of an l-graph has excess A. Then there are at most 2A
good pairs of n-vertices such that the two vertices in the pair are consecutive in the l-graph cycle
and the p-label of the p-vertex between them appears at least twice in the labeling.

Proof. Suppose that (V,V’) is such a pair, W is the p-vertex between them, and W has p-label
i. If ¢ appears on any p-vertex that is not between two consecutive n-vertices forming a good
pair, then change the p-label of W to a new p-label not yet appearing in the multi-labeling, and
do this for every such p-vertex W with label i (picking a different new p-label each time). If 4
only appears on p-vertices between consecutive n-vertices forming good pairs, and there are ¢ such
p-vertices including W, then change the p-labels of ¢ — 1 of these p-vertices to ¢ — 1 new labels
not yet appearing in the multi-labeling. Note that changing the p-label of any p-vertex between
two consecutive n-vertices forming a good pair to a new p-label not yet appearing in the labeling
cannot violate any of the conditions of Definition 4.3, so the resulting labeling is still a valid multi-
labeling. If z is the number of good pairs satisfying the condition of the lemma, then we have added
at least 5 distinct new p-labels to the multi-labeling. If there were originally m distinct n-labels
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and p-labels and di,...,d; n-labels on the first through I*® n-vertices, respectively, then Lemma
4.4impliesm+%§l+z+:lds+l, so z < 2A. O

Definition A.20. In a multi-labeling of an l-graph, a distinct p-label i that appears in the multi-
labeling is a connector if, among all n-vertices that are adjacent to any p-verter with label i,
exactly two of them are bad singles and the remainder of them are either good singles or part of
good pairs. Two bad single n-vertices are connected if they are these two n-vertices corresponding
to a connector i. A sequence of bad single n-vertices Wy, ..., W, is a connected cycle if Wi is
connected to Wo, Ws 1is connected to W3, etc., and W, is connected to Wj.

Note that in the above definition, “connector” refers to a distinct p-label 7, not to any specific
p-vertex having label i, and any two “connected” bad single n-vertices are adjacent to p-vertices
having some connector label ¢ but these p-vertices may be distinct vertices in the l-graph. Each bad
single n-vertex may be connected to at most two other bad single n-vertices (where the connectors
are the p-labels of the p-vertices adjacent to that bad single n-vertex), and hence this notion of
connectedness partitions the set of bad single n-vertices into connected components that are either
individual vertices, linear chains, or cycles. The motivation for the above definition comes from the
observation that if two bad single n-vertices are connected, then they must have the same n-label,
as follows from condition (3) of Definition 4.3 and the fact that n-labels appearing on good singles
and good pairs must be distinct from those appearing on n-vertices that are not good singles nor
good pairs.

Lemma A.21. Suppose a multi-labeling of an l-graph has excess A and k single n-vertices, of
which k' are good single and k — k' are bad single. Then at least k — k' — (288D + 2)A distinct
p-labels are connectors, and there are at most (192D +1)A connected cycles of bad single n-vertices.

Proof. Suppose the multi-labeling is a (p, n)-multi-labeling. Construct an undirected multi-graph
G on p vertices labeled {1,...,p}, with each edge of G having one label in {1,...,n}, such that
the following is true: Corresponding to each n-label j of each n-vertex V in the multi-labeling, if
V is preceded and followed by p-vertices having labels ¢; and io, there is an edge between vertices
i1 and iy of G with label j. (Hence, if the multi-labeling has Zi:l ds total m-labels, then G has
le:1 ds total edges.) Condition (3) of Definition 4.3 states that for any n-label j, each vertex of
G has even degree in the sub-graph consisting of only edges with label j.

We will sequentially remove the edges of GG corresponding to the good pair and good single
n-vertices of the multi-labeled [-graph, until only the edges of G corresponding to the n-vertices
that are not good pairs or good singles remain. At any stage of this removal process, let us call
a vertex of G “active” if there is at least one edge still adjacent to that vertex. Let us define a
“component” as the set of active vertices that may be reached by traversing the remaining edges
of G from a particular active vertex. (Hence a component of G is a connected component, in the
standard sense, that contains at least two vertices.) We will keep track of the quantity

M = #{active vertices} + #{distinct edge labels} — #{components}.

Note that initially, if the [-graph multi-labeling has m distinct p-labels and n-labels, then m is
also the number of active vertices plus the number of distinct edge labels of G. Also, G initially has
only one component, so M = m — 1. Let us now remove the edges of G' corresponding to the good
pairs of the [-graph. If an n-vertex of a good pair has d n-labels, then the good pair corresponds
to 2d edges between a single pair of vertices in GG, having d distinct edge labels that do not occur
elsewhere in G. Hence removing these 2d edges of G removes d distinct edge labels, and if this
also changes the connectivity structure of G, then either the number of components increases by
1, the number of components stays the same but the number of active vertices decreases by 1, or
the number of components decreases by 1 and the number of active vertices decreases by 2. In all
of these cases, upon removing these 2d edges from G, M decreases by at most d + 1. Then after
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l
removing all edges of G corresponding to good pairs, M > m—1— (M) — (l_Tk) =k—A, as

there are at most zi:lfds distinct n-vertex labels for the good pairs and at most l k 900d pairs.

Let us now remove the edges of G corresponding to the good single n-vertices 111 the Il-graph.
Let j be an n-label that appears on a good single n-vertex, and consider removing the edges of G
with label j one at a time. As each vertex of G has even degree in the subgraph of edges of G
with label j, when the first such edge is removed, the number of components and active vertices
cannot change. Subsequently, the removal of each additional edge might increase the number of
components by 1, keep the number of components the same and decrease the number of active
vertices by 1, or decrease the number of components by 1 and the number of active vertices by 2.
When the last such edge is removed, there are no longer any edges with label j by the definition of
a good single, so the number of distinct edge labels decreases by 1. Hence removing all edges with
label j decreases M by at most the number of such edges, and M > k — k' — A after removing the
edges corresponding to all k¥’ good singles.

Call the resulting graph G’. Note that every vertex of G’ still has even degree in the sub-graph
consisting of edges with label j, for any j, and in particular, every active vertex of G’ has degree
at least two. Then by Definition A.20, a p-label ¢ of the I-graph is a connector if and only if vertex
1 has degree exactly two in G’, in which case the edges adjacent to 7 in G’ must have the same
label j, and the n-vertices with label j in the [-graph are the bad singles connected by connector
1. A connected cycle of bad single n-vertices in the [-graph corresponds to the edges of a cycle of
(necessarily distinct) vertices in G’ with degree exactly two.

The number of distinct edge labels that remain in G’ is the number of distinct n-labels in the
original [-graph multi-labeling that appear on n-vertices that are not good singles nor part of good
pairs, which by Lemma A.16 is at most 96DA. Hence the number of active vertices minus the
number of components of G’ is at least k— k" — (96D +1)A, by our lower bound on M. The number
of total edges in G’ is at most k — k' + 96 DA, with k — &’ of them corresponding to bad single
n-vertices of the l-graph and at most 96DA of them corresponding to non-single n-vertices that
are not part of good pairs. Then the total vertex degree of G’ is at most 2(k — k¥’ + 96DA). As
each active vertex in G’ has degree at least two, this implies there are at most k — k' +96 DA active
vertices. Then there are at most (192D + 1)A components in G’, and hence at most (192D + 1)A
connected cycles of bad single n-vertices in the [-graph. Furthermore, if 2 active vertices in G’ have
degree exactly two in G’, then as there are at least k — k' — (96D + 1) A active vertices, a pigeonhole
argument implies 2z +4(k— k" — (96D +1)A —x) < 2(k—k +96DA), so x > k—k'— (288D +2)A.
Hence there are at least k — k' — (288D + 2)A connectors in the [-graph multi-labeling. O

Proof of Proposition 4.15. For notational convenience, let C' denote a positive constant that may
depend on D and that may change from instance to instance. Let ¢ be as defined in Definition
A.14. As ¢ preserves the p-labels, up to reordering, clearly condition (1) of Proposition 4.15 holds.

To verify condition (2), let £ € C be any multi-labeling equivalence class. Let (L) have k
n-vertices with non-empty label. This means £ has k n-vertices that do not belong to a good pair.
These vertices have at least & total n-labels in £, implying that there are at most Z 1 d —k

total n-labels on the good pair vertices, where di,...,d; are the number of n-labels on the ﬁrst

through I*® n-vertices, respectively, in £. These good pair vertices account for at most T 2 —k

distinct n-labels in £, and these are mapped to the empty label under the label-simplifying map.
Furthermore, by Lemma A.16, there are at most 2C A(L) n-vertices that are not single and that
also do not belong to a good pair in £, and hence these have at most 2CDA(L) additional distinct
n-labels in £ that are mapped to the new n-label n 4+ 1 under the label-simplifying map. Note
that any bad single n-vertex has an n-label that is the same as one of these 2CDA(L) distinct
n-labels (otherwise it is a good single by definition), and the n-label of any good single n-vertex
is preserved under the label-simplifying map. Hence, if m is the number of total distinct p-labels
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and n-labels in £ and m is the number of total distinct p-labels and non-empty n-labels in ¢(L),
then, as thel set of distinct p-labels is unchanged under the label-simplifying map, this implies
m > m — ==tk _90DA(L), so Ap(L)) = BE +1— i < (20D + 1)A(L). Hence condition
(2) holds.

It remains to verify condition (3). Fix £ € C, and let the “canonical simple-labeling” in the
class £ be the one in which each ith new p-label that appears in the [-graph cycle is label 7 and
each j* new n-label that appears in the l-graph cycle is label j. Note that as there are at most
[ distinct p-labels and [ distinct n-labels, the canonical simple-labeling is an (I, 1)-simple-labeling
of the [-graph. For notational convenience, let us still denote this canonical simple-labeling by
£ when the meaning is clear. Consider the below (non-determined) procedure that constructs a
multi-labeling from L.

(1) Choose an n-label in {1,...,l} to be the “new label”, or assume there is no new label.
(n-vertices in L with the new label will be the ones that are neither good singles nor part
of good pairs in the multi-labeling.)

(2) For all p-vertices, copy its p-label from L to the multi-labeling, and for all n-vertices with
non-empty n-label that is not the “new label” in £, copy its n-label from £ to the multi-
labeling.

(3) Among n-vertices having the new label in £, choose a subset S of them that will correspond
to the non-single n-vertices that are not part of good pairs.

(4) For each n-vertex in S, choose the size of its n-label tuple in the multi-labeling to be between
2 and D, and pick the n-labels for that tuple.

(5) For each n-vertex with the new label but not belonging to S, pick one n-label for that
n-vertex in the multi-labeling.

(6) For all n-vertices with empty label in L, pair them up into good pairs for the multi-labeling.

(7) Let G be the set of good pairs (V, V') in the multi-labeling that are consecutive n-vertices
in the l-graph, and such that the p-label of the p-vertex between them appears at least
twice. Choose an ordered subset of G. For each (V,V’) in this ordered subset, if W is the
p-vertex between V and V', choose some other p-vertex W’ having the same p-label as W,
and either reverse the sequence of vertices from W to W’ or reverse the sequence of vertices
from W' to W.

(8) For each good pair in the multi-labeling, choose the size of its n-label tuple to be between
2 and D, pick the n-labels for the first vertex of the good pair, and pick a permutation of
these n-labels for the second vertex of the good pair.

The above procedure is non-determined in the sense that there are many ways to perform each of
the above steps, and hence many different multi-labelings may be the output of the procedure for
a single canonical simple-labeling L. (The above procedure may, in addition, construct labelings
that are not valid multi-labelings according to Definition 4.3, but those will be irrelevant for our
argument.) We claim that for any £ € ¢~ '(£), there is a multi-labeling in class £ that may be
constructed from £ according to the above procedure, and furthermore that this multi-labeling is
a (I, Dl)-multi-labeling such that, for each good pair, the n-labels of the first n-vertex in the pair
are the smallest n-labels not yet appearing in the labeling and are in sorted order.

To verify this claim, note that the steps of the above procedure “invert” the label-simplifying
map in Definition A.11. The “new label” chosen in step (1) above corresponds to the label n + 1
that is given to n-vertices that are neither good singles nor part of good pairs in the multi-labeling
under the label-simplifying map (except, of course, if we take L to be the canonical simple-labeling
equivalent to the output of the label-simplifying map, then the new label is no longer n+1 in Z) If
no new label is chosen, this implies that the multi-labeling we construct has all of its n-vertices being
either a good single or part of a good pair. Steps (2)—(6) and (8) above invert the process by which
p-labels and n-labels are mapped from the multi-labeling to the simple-labeling under steps (2) and
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(3) of Definition A.11 for the label-simplifying map. Note that if step (1) of the label-simplifying
map in Definition A.11 is performed on any multi-labeling, each reversal that is performed causes
an additional good pair (V, V') of n-vertices that were not consecutive to become consecutive in
the [-graph, and they remain consecutive under each subsequent reversal. Hence, starting with the
final multi-labeling in which all good pairs are proper, we may perform this sequence of reversals in
reverse order to recover the original multi-labeling. So step (7) above inverts step (1) of Definition
A.11. This establishes that, for any multi-labeling equivalence class £ € go_l(f), there exists some
multi-labeling L in class £ that may be constructed by the above procedure from £. The above
procedure picks new n-labels for the non-good-single n-vertices of L in steps (4), (5), and (8), but
since it does not specify which n-labels are picked, there is a (I, DI)-multi-labeling equivalent to L
that may also be constructed by the above procedure, and such that for each of its good pairs, the
n-labels of the first n-vertex in the pair are the smallest n-labels not yet appearing in the labeling
and are in sorted order. This establishes our claim.

Thus, to verify condition (3) of the proposition, it suffices to upper-bound the number of ways
in which each of the above steps (1)—(8) may be performed while still ensuring that the resulting
multi-labeling is a valid (I, DI)-multi-labeling satisfying Definition 4.3, having excess A, and such
that the first n-vertex of each good pair has n-labels that are the smallest n-labels not yet appearing
in the labeling and are in sorted order. As there are at most [ distinct n-labels in £, there are at
most | + 1 ways of choosing the new label or choosing no new label in step (1). There is only one
way of performing step (2). By Lemma A.16, for a multi-labeling with excess Ag, there can be at
most C' Ay n-vertices that are not single and also do not belong to a good pair. Hence, to obtain a
multi-labeling with excess Ag, we may restrict our selection of S in step (3) to be of size at most
CAy, so there are at most (I + 1)920 ways of choosing S in step (3). To perform step (4), for each
vertex in S, we may first choose the number of n-labels d between 1 and D, and then there are at
most (DI)? ways of choosing the n-labels for that vertex.

For step (5), suppose that k single n-vertices and k' good single n-vertices have been identified
in steps (1)—(4). In step (5) we must assign n-labels to each of the k — k' n-vertices that are
bad singles. Recall the notions of connectors and connected bad singles from Definition A.20. By
Lemma A.21, there are at least k — k' — C'Ag connectors. By condition (3) of Definition 4.3, any
two of the k — k’ bad single n-vertices connected by a connector must be given the same n-label
in the multi-labeling. Hence, going through the connectors one-by-one, each successive connector
constrains the n-label of one more bad single n-vertex, unless that connector closes a connected
cycle of such vertices. But as there are at most CAg total connected cycles by Lemma A.21, this
implies that the number of bad single n-vertices that we can freely label at most C'A¢ (rather than
the naive bound of at most k — k’). Then there are at most (DI)®2° ways to perform step (5).

For step (6), recall from Remark A.9 that the pairs of p-vertices surrounding the two n-vertices of
each good pair must have the same pair of p-labels. By Lemma A.15, for all but at most CAg of the
n-vertices with empty label, this pairing is uniquely determined. Then there are at most (CAO)CAO
ways of performing the pairing in step (6). For step (7), Lemma A.19 shows that |G| < 2A¢. Then
there are at most 24y ways of choosing each successive element in the ordered subset of G, and at
most 2] ways of choosing the other p-vertex W’ as well as which half of the cycle to reverse for each
such added element. As the size of the ordered subset is also at most 24, and we may choose to
not add any more elements to the ordered subset at any point, there are at most (4Agl +1)220 ways
of performing step (7). Finally, for step (8), for each good pair we may first choose the number of
n-labels d between 2 and D. As we are requiring that the first vertex of the pair have the smallest
n-labels not yet appearing in the multi-labeling and in sorted order, this determines uniquely the
choice of n-labels for this first vertex in the good pair. We may then choose the permutation of
these labels for the second vertex in the pair from one of d! choices.



THE SPECTRAL NORM OF RANDOM INNER-PRODUCT KERNEL MATRICES 45
Combining the above arguments, we obtain the bound
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where the summation over S represents the sum over all possible sets S selected by step (3) of the
procedure above. As |S| < CAy by our preceding argument, this implies
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The sum is over at most (I + 1)CA0 possible sets S, so this verifies condition (3) of the proposition
upon noting that v/ D(I + 1)¢20FL(C1)CR0 < [@3+C180 for some constants C3,Cy > 0 and all
[>2. O

APPENDIX B. MOMENTS OF A DEFORMED GUE MATRIX

In this Appendix, we prove Proposition 4.9. Recall Definition 4.8 of Mz 5, Wp, Vi 5, and Zj 5.
Throughout this section, we will use p and n in place of p and n, and we will suppress the dependence
of W, V, and Z on n and p.

Lemma B.1. Suppose n,p — 0o with £ — ~. Then || M| = |[tta,vy || almost surely

Proof. Recall M, , = W(VTT‘IQ)W—F 2V, where V = ZZ* — D and D = diag(|| Z;||3). We will apply

Proposition 8.1 of [6], conditional on V. The empirical spectral distribution of %ZZT converges
weakly a.s. to pprpn, the Marcenko-Pastur law with parameter v. By a standard chi-squared tail

bound and a union bound, for any € > 0, Plmax;<i<, ||| Zi[|5 —n| > en] < 2p67%. Then the Borel-
Cantelli lemma implies H%D -1 H — 0 a.s., and hence the empirical spectral distribution of V'
converges weakly a.s. to the translated and scaled Marcenko-Pastur law 1y p spipe of Proposition
2.11. Furthermore, pprp~ has compact support, and the maximal distance between an eigenvalue
of %ZZT and the support of pprp, converges to 0 a.s. by the results of [34] and [1]. Hence the
same is true of pprpspipe and V.

Let V = OAOT where O is the real orthogonal matrix that diagonalizes V. Then the spectrum of

M,, ;, is the same as that of 4/ (Vpa JOTWO + 2 A. By the above argument, conditional on V', £A is

a non-random diagonal matrix whose emplrlcal spectral distribution converges weakly to tipspshift
and such that the maximal distance between any of its diagonal entries and supp(uarp,shife) con-
verges to 0 (a.s. in V). Furthermore, OTWO is still distributed as the GUE by unitary invari-
ance. Hence the conditions of [6] are satisfied with no spike eigenvalues, so, conditional on V,

Proposition 8.1 of [6] implies that the spectral norm of 4/~ (” W=a®) oTyw o + 2\ converges a.s. to

sup{|z| : © € supp(psc B parpshire)}- As this convergence holds a.s. in V' and the limit does
not depend on V, it holds a.s. unconditionally as well. The result then follows from Proposition
2.11. ]
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Lemma B.2. Suppose n,p — oo with 2 — ~, let | := I(n) be such that @ — 0, and let B,, be any
event. Then there erist positive constants C := Cy . and c := cq . such that E[||M,,,||'1{B,}] <
C'P[B,] + e~ for all large n.

Proof. Note

V(v —a?) lal la]

[ My pl| < Wi+ =122 + m%HZiH%-

n n 1<

By Corollary 2.3.5 of [29], there exist positive constants A and B such that for all ¢ > A,
B[W] > ty/5] < Ae~ P,
By Corollary 5.35 of [31], for all t > 0,

P[1ZZ7|| > (Vi + v/ + Vin)?) < BIZI| > Vit + b+ vin] < 2¢ %
By a standard chi-squared tail bound and a union bound, for all £ > 0,

tn

P [max 1Zi|13 > n + \/En] <pe s.
1<i<p

Hence, for all t > A and sufficiently large n,

tn

P [HMn,pH >ty /(v —a?) + |a| (1.1 + 7 + V) +a|(1 + \/7?)} < Ae B 4 2e7 % 4 pe ¥,

So there exist constants C, e > 0 depending on a, v,y such that, for all ¢ > C' and sufficiently large
n, P[|| M| > t] < e €. Then we may write

E 1Mo 1{Bn}] = E (1M H{Bu} L1 Mupll < C}| +E 1M L{BIL{| Moy | > €}

[ee]

< C'P[B,)] +/ P [||Mn,p||’ > t} dt
Cl

= C'P[B,] + / P[|| M, > s] - 1s'"tds
C

< CZP[Bn] +l/ 6768714’([*1) logs 7o
C

< C'P[B,) —i—l/ e~ =3
C

_ CZP[Bn] + ! ef(snfl)C
en —1

— : _C
for all large n. As [ = o(n), the result follows upon setting ¢ = 5. 0

Lemma B.3. Suppose n,p — co with £ — ~. Then E[|| My p||] = [|pta~]l-

Proof. By Lemma B.1, || My, ;|| = ||fta,s,~| almost surely. Then liminf E[||M,, p||] > E[liminf || M, ,|]] =
||}ua,1/,'y|| by Fatou’s lemma, so it suffices to show lim sup ]E[HMn,pH] < ||Ma,u,7|| SLeforalle>0. Let
B, = {HanH > || papqy || + %} Then

E[l|Mnpl] = El| Mnpl|L{B }] + Ell| Mupl 1{Bn}] < lltassll + 5 +Ell Mnpl| 1{Bs}].

Lemma B.1 implies P[B,] — 0, so Lemma B.2 (with { = 1) implies E[||M,, | 1{B,}] — 0 as well.
Then E[|| M, pl|] < ||tta,v~]| + € for all large n, as desired. O

Lemma B.4. Suppose F : R? — R is L-Lipschitz on a set G C ]lgk, i.e. |F(x)—F(y)| < Lllz—yl2
forallz,y € G. Let £ ~ N(0,1q). Then there exists a function F : R? — R such that F(z) = F(x)
for allz € G, |F(z) — F(y)| < L||lz — yll2 for all z,y € R*, and, for all A > 0,

A2

P[F(§) —EF(§) > A+ [EF(§) —EF(¢)] and € € G] < e 21,
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Proof. Let F(z) = infpeq(F(2') + L|jz — 2'||2). Note that if z € G, then F(z) < F( "+ L||lx—2||2
for all 2’ € G, so F(z) = F(x). Also, for any z,y € R¥ and ¢ > 0, there exists 2’/ € G such that
F(x) > F(2') + L|jz — 2'||]2 — e. Then by definition, F(y ) < F(2') + Llly — 2|2, so F(y)—F(z) <
Llly — 2'||z — L||z — 2'||2 + € < L||z — y||2 + . Similarly, F(z) — F(y) < L||z — y||2 + &. This holds
for all € > 0, so |F(x) — F(y)| < L||z — y||2. Finally, applying Gaussian concentration of measure
for the Lipschitz function F,

PIF(E) —EF(§) = A+ [EF() - )\ and ¢ € G
P[F(¢) > A+|IEJF(£) FE+EF(§) and € € ]

Ai

PF(§) > A+EF()] <
O

Lemma B.5. Suppose n,p — oo with £ — ~, and let € > 0. Then there exist ¢ := capy > 0 and

N := Napre >0 and a set G := Gy, C RP™ with P[Z € G] > 1 —2e™ 2, such that for all t > ¢
andn > N,
2
Pl Mapll = g | + ¢ and Z € G] < ="

Proof. Recall M, , = W(VTTGQ)W + 2(ZZ" — diag(|| Z||3)). Denote

W = ((wii)1§i§p, (\@Re Wi, \/§Im wij)1§i<j§p) S RPQ,

so that the entries of W and Z are iid N (0,1). Let f : RP4™ R and f, : RPHP
R for v € CP be given by fOWV,Z) = ||My,,| and f,(W,Z) = v*M, v, so that f(W,Z) =
SUDyecr:|fofs=1 | fo(W, Z)|. Note that

_ 42 p
foOWV, Z) = M Zwii|vi’2 + Z W;;VU; + Wiviv; | + a Z (E’Uj + UiTj)Zij
p i—1 1<i<j<p " \i<i<i<p
V(v —a?) - 2 -
= | D walilP + Y (Rewiy)(@iv; +vij) + i(lmwiy) (Biv; — v75)
p ) 1<i<j<p
a o 4\ 7T 7
+ - Z (Tvj +vi05)Z; Zj |,
1<i<j<p
0W.2)  [w—a?) . 0hWZ)  [m—ad)
= il = Re(viv;),
owy; 8(\@Re wij) b
Ofu(W, 2) 29(v —a?) . 2a _
— = — | ———~Im(vv;), Vz (W, Z Re(v;v;)Z;.
8(\/§Imw,~j) » ( J) Zf( ) n ]; ( J) J

Then, for any v € CP such that ||[v||2 =1,
2

2 7(y—a2) 4 2 4a® & ¢ —
IV oW, Z)|l3 = B E ol +2 ) o to3 > 1D Re(@iv)Z
=1 1<i<j<p i=1||7=1
J#i 2

2

V(v —a?) & 2 da® & 2 210,112

< T ZM" +FZ”U¢\ 1Z]1%][v]|3
i—1 =1
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_ 2 4 2 7 2
rfv—a) | a2

D n
Take G = {Z € RP*" : ||Z|| < 2y/n+ /p}. Then by Corollary 5.35 of [31], P[Z ¢ G] < 275,
As RP” x G is convex, the above inequality implies f,(W, Z) is L-Lipschitz on R’ x G for L :=

o 1/2
<’y(l/l—)a2) + 4 2(2\{;;“/@2) = O(n_1/2). Then

f(W,Z)—f(W,,Z/)S sup (|fv(W>Z)|_|fv(W,aZ,)|)

veCP:||v||2=1
< swp  |fu(W,Z) - oWV, Z)| < L|W, Z) - W, Z)|

vECP:||v||2=1

for all W, W' € RP* and Z,7" € G, so f is also L-Lipschitz on R x G.

Let f : RP*+7% 5 R be the L-Lipschitz extension of f on RY x G given by Lemma B.4. Note
that

EFOV, Z) — Ef(W, 2)| = [EI(fOV, Z) — OV, 2)1{Z ¢ G}
< E|f(W, 2)1{Z ¢ G}| + EIf(W, 2)1{Z ¢ G}].

Lemma B.2 (with [ = 1) implies E|f(W, 2)1{Z ¢ G}| = E[||M,,||[1{Z ¢ G}] = o(1). As f is
L-Lipschitz,

[FOV. 2)] < [£(0,0)] + LW, Z)[l2 = [£(0,0)] + LW, Z) 2 = LII(W, Z)]|2-
Let A, = {||(W, Z)|l < V2(p? —|—np)}. As ||[(W, Z)||3 is chi-squared distributed with p? + np

+2

degrees of freedom, a standard tail bound gives P [H(W, Z)||§ > p? +np + t} < e 3Z+mw) . Then

0 o] +2

Pl 2)E 2 +mp+ |t < [ Hmar
p+np

E[Iw, 2) 31445} = [

p24np

e 52 2+np
—2vp2+np/ e Tds~de s,
2 mn;
\/p2+ P

This implies
E[fOV. 2)1{Z ¢ G)| < B[ FOV. D)1{Z ¢ GIL{A) + E[FOV. Z2)[1{Z ¢ GY1{AS)]
< L2 + B2 ¢ G+ LE[| v, D)3 11ATY] " = o).

Then |[Ef(W, Z)—Ef(W, Z)| = o(1), so Lemmas B.3 and B.4 imply, for all ¢ > ¢ and all sufficiently
large n (i.e. n > Ny, independent of t),

P[HMTLPH 2 HILLQ,V7"/|| +t and Z ~ G]
<P (1Mo — Bl Mayll > t = § + [EfOV, Z) — Ef(W, Z)] and Z € G

_ (t==/2)? _ 2
<e 212 < e 8LZ,

The result follows upon noting that L = O(n~1/2). O
Proof of Proposition 4.9. Let ¢ > 0 and G C RP*™ be as given by Lemma B.5. Then, for any ¢ > 0,
B[00 522 € GY] < (ptaser| + €)'+ E [ Mg 2{1Mopl] > ol +231{Z € G}

= (sl +)' + |

(lpa,wyl+e

o0

P [HMMJW >tand Z € G} dt
)l
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o0

— (w42 + [ PllMayl 2 s and Z € )15 ds

llta,v,ll+e

o0
_ 2 _
< (Hua,mll+€)l+1/ ™ (| Hapqll + 5)' " 'ds
3

for all sufficiently large n, where we have applied Lemma B.5. Note that

oo oo )
l/ eicnsz(Hﬂauw ‘ + S)lilds < l/ e Cns +l(“/u‘a,l/ﬁ”+8)ds
€

£

2 oo 1 \2
_ gelllta sl / e—on(s=35)" s
13

2
Jellltanall i oo 2
= e zdt
/ !
20n 2cn(€—m)

2
lellraw A+ 15

" 2en (e — 5L)

2cn

efcn(gf Ten )2 —0

for I = O(logn), so E[||My,[I'1{Z € G}] < (|ttap~| + €)' 4+ o(1). On the other hand, P[Z ¢ G] <

2e”

2 by Lemma B.5, so Lemma B.2 implies E[||M,,,||'1{Z ¢ G}] = o(1) for | = O(logn). Hence

E[|Mnpll'] < (Ittapsll + )+ 0(1). As e > 0 was arbitrary, this proves the desired result. O

[
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