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Executive Summary

[A major focus of this chapter will be an assessment of research based on analyses of CMIP5 projections and
predictions. Extremely little is currently available. Consequently the plots presented that are based on CMIP5
models are preliminary, and in some cases (e.g., runoff) may be unreliable estimates of Second Order Draft
plots that will be based on a much larger number of CMIP5 models. In many cases analyses of CMIP5
output has not been performed to allow key statistics identified below to be calculated.]

How will climate evolve over the next few decades? In order to address this important question this chapter
assesses the literature describing projected (when the climate is most influenced by changes in external
forcing such as increasing greenhouse gases) and predicted (when the climate is most influenced by the time
evolution of processes related to the observed initial state) changes in climate during the “near term”. “Near
term” refers to future decades up to mid-century, the period for which the climate response to different future
emissions scenarios are generally similar. Greatest emphasis is given to the period 2016-2035, though some
information on projected changes before and after this period (up to mid-century) is assessed. We consider
the mechanisms responsible for near-term changes in climate, the degree of “predictability” (as defined
below) evident in the climate system, and the processes underpinning predictability. The size of the
externally-forced signal relative to internal variability and the degree to which externally-forced near-term
changes will emerge from internally generated natural variability are also discussed.

The near-term projections discussed in this chapter complement the mid-century and longer-term projections
presented in Chapters 12 and 14. Projected changes in sea level are presented in Chapter 13.

This assessment evaluates new emission scenarios for climate change, the four Representative Concentration
Pathways (i.e., RCP2.6, RCP4.5, RCP6.0, and RCP8.5), which were developed for, but independently of,
this [IPCC assessment. The SRES scenarios, developed as part of the IPCC process and used in the TAR and
AR4, were mapped from emissions to greenhouse gas abundances to radiative forcing to climate change
based on the IPCC assessments. The RCPs use a single parametric box-model for this mapping. The ARS
climate model simulations (CMIP5, ACCMIP) use the abundances of the long-lived greenhouse gases as
modelled by the RCPs. But even for the same scenario, the CMIP5 models project RF trajectories differing
by £X% (tbd) because of their individual treatment of atmospheric chemistry and aerosols. The UNFCCC
reporting and mitigation strategies are emissions-based, and application of current best knowledge of
atmospheric chemistry and biogeochemistry using globally resolved models including natural emissions and
feedbacks (as in CMIP5 and ACCMIP) projects greenhouse gases and radiative forcing for the RCP
emissions that are systematically larger/smaller than those used in CMIP5 by Y% to Z% (tbd), although the
uncertainties in RF, typically +W% (tbd) encompass the results. In terms of the short-lived species (e.g.,
NOx, CO, NMVOC, NHj3, SOx, BC and OC aerosols) that control tropospheric ozone, aerosols and the loss
rate of CH4 and HFCs, the RCP emissions are unusually low and do not fully represent the range of possible
futures affecting air quality and CH4 abundance.

For the near term, the range in anthropogenic RF of the RCPs is similar across the RCPs and close to that of
the SRES scenarios, but after 2040 RCP2.6 drops well below the lowest SRES used in AR4. Thus the range
of new CMIPS5 results are similar to those in AR4 for the near term. Considering that RCP2.6 involves major
mitigation of greenhouse gas emissions in attempting to keep global mean surface warming below 2°C, the
range of continued near-term warming under this pathway is narrow.

Variations from these paths will be strongly influenced by natural variability. The magnitude of externally-
forced near-term changes relative to the magnitude of internally generated natural variability varies from
quantity to quantity and from location to location.

The majority of the information below comes from AOGCM integrations that were performed as part of a
major international activity called the Coupled Model Intercomparison Project phase 5 CMIPS5 (Taylor et al.,
2008; 2011). New results on projections corroborate key results in the Fourth Assessment Report (AR4) for
the near term. We are already “committed” to further externally forced near-term warming due to past
emissions, this warming will be reinforced by emissions over the near term, and the climate we observe in
the near term will also be strongly influenced by the internally generated natural variability of the climate
system.
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Projections of GHGs and aerosols, air quality and air pollution to mid-century are also assessed using a
hierarchy of modelling approaches which includes coupled chemistry-climate modelling.

The development of near-term prediction systems in which internally generated natural variability is
initialized using observational data for the ocean and other components of the climate system, is a new
research area for climate science since the AR4 (Smith et al., 2007; Keenlyside et al., 2008; Meechl et al.,
2009). This chapter therefore assesses current capabilities in making predictions, and the degree to which
these predictions add value to (initialized) projections. Previous assessments (FAR, SAR, TAR, AR4) only
described climate-change projections wherein the externally forced component of future climate was
included but no attempt was made to initialize the internally generated climate variability. Predictions, on the
other hand, are intended to predict both the externally forced component of future climate change, and the
internally generated natural component. Near-term predictions do not provide detailed information of the
evolution of weather. Instead they can provide estimated changes in the time evolution of the statistics of
near-term climate (FAQ 11.1), which can be used as a scenario-independent basis for adaptation in the near
term (see WGII) in which uncertainty associated with internal variability can be reduced.

Predictability

In climate science the “predictability” of a given climatic feature is a quantifiable intrinsic property of the
climate system. Predictability can be loosely regarded as an estimate of our ability to predict the future under
ideal circumstances. “Predictive skill”, on the other hand, describes the extent to which the climate feature
can be predicted in practice. There might be, and in general are, technical reasons why we are not able to
fully exploit the intrinsic predictability, e.g., a dearth of observational data in particular locations to initialize
predictions and deficiencies in climate models. Predictability, prediction, projection and the differences
between them are discussed further in FAQ 11.1, Box 11.1 and Sections 11.1, 11.3.1, and 11.4.1.

The predictability of internally generated decadal changes in surface temperature is generally low over land.
Predictability over the ocean tends to be higher, especially in middle and high latitudes of the North Atlantic,
North Pacific and Southern Oceans. This is largely associated with deep ocean mixed layers in these regions.
Some additional predictability arises in association with ocean currents. Predictability in surface temperature
arising from external sources of predictability tends to complement predictability arising from internal
variability, so that net predictability is more spatially uniform than either of its two contributing components.

The magnitude and structure of the decadal predictability of precipitation is very different to that of decadal
predictability of surface temperature. The predictability of rainfall is very low in the first future decade.
Predictability remains low on multi-decadal time-scales. By the end of the first decade the low level of
predictability in precipitation evident is almost entirely dominated by the forced component.

A number of studies indicate that the Atlantic Meridional Overturning Circulation (AMOC) exhibits decadal
predictability though estimates of the lead-time for which predictability exists varies from model to model,
ranging from several years to ten years, and the level of predictability might be state-dependent. A smaller
number of studies examining predictability in the Pacific suggest that: internally generated changes in ENSO
activity drives changes that are, in part, predictable in off-equatorial sea-surface temperature (SST) and sub-
surface ocean temperature on multi-year and decadal time-scales respectively; that the dominant spatial
patterns of annual mean and upper ocean temperature variability in the North Pacific may be predictable for
up to 6-10 years; and that the predictability of ocean temperature is a minimum in the surface waters of the
equatorial Pacific Ocean but tends to increase with latitude and depth.

Arctic sea ice area tends to exhibit predictability for about two years in areas where it is thick.

Predictability associated with the initial state of internal variability tends to decay with time, while the
relative importance of predictability due to the externally forced component increases with time. The lead-
time at which the level of predictability arising from the two contributions are equal, varies depending on the
variable and region considered. For globally average heat content in the upper 700 m (tbc) of the ocean, in
experiments initiated in the year 2000, the two contributions are of the same size approximately six years
after initiation.
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Atmospheric Composition and Air Quality

Overall, the evolution of atmospheric composition closely follows the projected anthropogenic emissions,
with shorter-lived greenhouse gases like CH4 and HCF-134a in near steady state with rising or falling
emissions, but longer-lived gases N,O, PFCs and HFC-23 continuing to rise over the century. Emissions of
short-lived reactive species such as NOx, CO, NMVOC, and aerosols alter the background chemistry of the
atmosphere as does the overall global warming. Climate change is expected to shift the natural emissions of
CH, and some aerosols, such as mineral dust. These latter changes have greater control over the CHy4
abundance for RCPs 2.6, 4.5 and 6.0 since projected anthropogenic CH4 changes are modest. For aerosols
and tropospheric Os, regional variations in climate change (e.g., temperature, precipitation, and atmospheric
circulation), will contribute to non-uniform trends.

Large projected shifts in air quality for polluted regions that are subject to high surface ozone and particulate
matter (PM or aerosols) are driven primarily by changes in local anthropogenic emissions of short-lived,
reactive species. There are also important contributions from regional transport of anthropogenic PM and
ozone on continental scales, and from ozone on a near-global scale driven by emissions of NOx and CH,. In
addition, there is increasing evidence that, with climate change, meteorological conditions are more
conducive to producing extreme pollution events at the regional and even urban scales due to increasing
temperature and stagnation episodes. Multiple lines of evidence (from observations, modelling and
theoretical studies) indicate that future warming alone will likely increase O; in polluted regions. In contrast,
the expected increase of water vapour will likely decrease baseline Os levels in surface air for RCPs 2.6, 4.5,
and 6.0, but not necessarily RCP 8.5 due to offsetting rise in baseline O; from CH, increases. The sign of the
PM response to climate change is uncertain and will likely vary regionally, reflecting major uncertainties in
projecting regional precipitation changes, and offsetting influences of a warming climate on different aerosol
components (e.g., nitrate versus sulphate). In such cases, confidence in projections is largest in regions where
regional climate responses, including changes in surface temperature, humidity, ventilation of the polluted
boundary layer, and interactions with the biosphere (which acts both as a source and sink of air pollutants)
are most robust.

Near-term Projections of the Climatic Response to External Forcing
Research since the AR4 lends further weight to many of the conclusions relating to near-term projections
given in the AR4 and to the inferences that can be drawn from material presented in the AR4.

Temperature Changes

Multi-model global mean warming over the period 2016-2035 relative to the reference period 19862005
amongst the RCP scenarios RCP2.6, RCP4.5, RCP6.0, and RCP8.5 lies in a narrow range of 0.65xx°C to
0.7xx°C. The mean values of global average temperature change for these four scenarios are ww, xx, yy, and
zz respectively, indicating that differences are very small. Possible future natural forcing (e.g., a large
volcanic eruption) could change these values somewhat. The AR4 concluded that, based on climate change
commitment (further warming that would occur if concentrations of GHGs were instantly stabilized), the
system is already committed to warming that amounts to about xx per decade out to several decades.
Therefore, approximately 50xx% of the 2016-2035 warming occurs in response to past emissions.

Near-term projections based on CMIP5 models are broadly consistent with the projections described in the

AR4 (tbc): largest near-term warming occurs at high northern latitudes; minimum warming occurs over the
Southern Ocean and the northern North Atlantic. Near-term warming also tends to be greater over land than
over the oceans. Maximum atmospheric warming occurs in the upper tropical troposphere, while cooling is
widespread in the stratosphere.

Hydrological Cycle

Precipitation in the near-term is projected to increase in regions of tropical precipitation maxima and at high
latitudes, with general decreases in drier regions of the tropics and sub-tropics. The magnitude of near-term
changes in precipitation are expected to be absent or small relative to the magnitude of internal variability in
some of the regions lying in between. The magnitude of the projections vary considerably from model to
model.

Atmospheric Circulation
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The tropospheric temperature changes noted above tend to stabilize the atmosphere in the subtropics and
much of the mid-latitudes. These changes are associated with a weakening of the Walker circulation, a
poleward expansion of the Hadley Circulation and to a widening and poleward shift of mid-latitude storm
tracks. However, future internally generated variability in the Walker circulation in association with e.g., the
Pacific Decadal Oscillation (PDO) and the Interdecadal Pacific Oscillation (IPO) more widely, could easily
mask the externally forced component during the near-term.

Stratospheric Forcing of the Troposphere

As noted in Chapter 10, modelling and observational studies have identified stratospheric ozone depletion as
the main driver of the observed positive trend in Southern Annular Mode (SAM) during the southern
hemisphere summer (DJF). As stratospheric ozone is expected fully recover by approximately 2060, this
recovery is expected to offset the strengthening of the (SAM) caused by increased greenhouse gases. As
SAM changes are also linked to a widening of the southern hemisphere Hadley Circulation, such expansion
might also be arrested, with the possibility of a contraction be mid-century, and an associated equatorward
shift of the jet stream. The projected fate of SAM, the Hadley Circulation and the associated jet streams after
2060 is discussed in Chapter 12.

The Cryosphere

Sea ice area is projected to decrease by xx% in the Arctic and yy% in the Antarctic in 2016-2035 relative to
1986-2005. The volume loss of Arctic sea ice is projected to be larger where the ice is thickest initially, with
an accumulated mass loss of about 0.5xxm by 2020, and 1.0xxm by 2050, and considerable model-to-model
differences. Global average annual snow cover is projected to decrease by xx-xx% by 2050 (Section
11.4.5.2). Global warming diminishes both snow cover and the amount of water in the form of snow by
reducing the fraction of precipitation that falls as snow and by increasing snowmelt. There are important
regional contrasts to these global average changes. For example, over much of the northern high latitudes
snowfall is projected to increase, and the net result of this increase and increased melt changes sign within
the region. Annual average decreases in permafrost are approximately xx% for 2016-2035 and yy% by
2050.

Extremes

Near-term projections include changes with the same sign as the long-term projected changes in the AR4: a
general significant decrease in the frequency of cold nights; an increase in the frequency of warm days and
nights; and an increase in the duration of warm spells. While externally forced signals in the global integral
of some extremes emerge over the near-term, emergence is far less obvious regionally. The changes are
remarkably insensitive to the emission scenario considered.

Near-term results from regional climate modelling efforts are also presented. For example, in the
ENSEMBLES projections for Europe, daytime extreme temperatures are projected to warm at a faster rate
than mean temperature, while daytime winter temperatures are projected to warm at a slower rate than mean
temperature.

For the near term, CMIP5 projections confirm a clear tendency for increases in heavy precipitation events in
the global mean seen in the AR4, but there are significant variations across regions. Past observations have
also shown that interannual and decadal variations in mean and heavy precipitation are large, and are
strongly affected by natural variations e.g., ENSO), volcanic forcing, and anthropogenic aerosol loads.

There is little confidence in basin-scale projections of trends in tropical cyclone frequency and intensity to
the mid-21st century. It is very likely that tropical cyclone frequency, intensity and spatial distribution
globally and in individual basins will vary from year-to-year and decade-to-decade in association with e.g.,
natural modes of variability including e.g., ENSO and the IPO.

Differences Between Near-Term Projections of Climate Under Different RCPs

Globally and regionally, the surface temperature response is fairly independent of scenario until after 2040.
Some global methane and aerosol mitigation scenarios suggest a possible near-term sensitivity of surface
temperature to those forcings.

Multi-year and Decadal Predictions
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[PLACEHOLDER FOR SECOND ORDER DRAFT: Discussion of actual forecasts will be provided if
justified by hindcast evaluation, or else a comment that no skill exists will be provided. Awaiting analysis of
CMIPS5 and other prediction intercomparisons. ]

While numerous studies have investigated and estimated predictability, very little information on the
verification of actual retrospective decadal climate predictions or hindcasts is currently available. The small
number of studies conducted so far does not provide convincing evidence of appreciable decadal predictive
skill over land. Evidence of predictive skill is stronger in certain parts of the ocean. For example, decadal
changes in North Pacific SST and sea-level associated with internal variability can be predicted with a
degree of skill. Predictive skill has also been demonstrated for SST over the North Pacific in association with
the combined impact of interannual (ENSO) variability and external forcing.

[PLACEHOLDER FOR SECOND ORDER DRAFT: give scores and lead-times. ]

Retrospective predictions suggest that additional skill from the initialisation of the ocean, including
internally generated variability, seems to occur in both the North Atlantic and North Pacific

[PLACEHOLDER FOR SECOND ORDER DRAFT: give scores and lead-times. |

The ability to verify hindcasts of past AMOC variability is severely hampered by the absence of records of
past variability that do not depend on the models incorporated into the prediction systems. So while multi-
model, multi-ensemble prediction systems can hindcast proxies of AMOC variability up to 5 years ahead, the
proxies are highly model-dependent. The agreement between the proxy and hindcasted variability is
therefore best considered as further evidence of multi-year predictability, rather than definitive predictive
skill. This predictability has been attributed to predictability arising from the internal variability rather than
to external forcing. Assessments of the skill with which associated impacts over land can be predicted have
not been conducted but skill is likely to be very low.

While predictability studies and the assessment of seasonal-to-interannual predictions show that the sub-
surface ocean is a major source of predictability, in practice the predictive skill that can be obtained is
severely limited by the sparseness of sub-surface ocean data and observational errors. The ability to verify
forecasts is also limited by inhomogenieties in the data record arising from e.g., the changes in the density of
the observing system, which can give rise to spurious decadal changes in the record used to benchmark the
hindcasts.

[PLACEHOLDER FOR SECOND ORDER DRAFT: Future analyses of CMIP5 hindcasts will be used to
assess the level of additional skill providing by initialising internal variability as a function of lead-time,
temporal averaging, variable (e.g., precipitation, temperature), location, spatial scale and, for ocean
variables, depth. We will also assess the level of consistency between predictability studies and skill
estimates and the degree of confidence we have in the skill assessments presented. ]

Predictability studies indicate that estimates of skill will vary from variable to variable, location to location
and be greater early in the forecast and for larger spatial scales.

Climatic surprises in the near-term

In the near term, explosive volcanic eruptions and unexpectedly large variations in solar output, for example,
could force the climate system to values not encompassed by the CMIPS5 projections. Large internally
generated variations are also possible, even if of low probability, and could result in unanticipated extremes
of climate.
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11.1 Introduction

This chapter describes and assesses current scientific understanding of “near-term” climate over the coming
decades to mid-century, including atmospheric composition and air quality. This emphasis on near-term
climate arises from (i) a recognition of its importance to decision makers in government and industry; (ii) an
increase in the international research effort aimed at improving our understanding of near-term climate; and
(iii) a recognition that near-term projections are generally less sensitive to differences between future
emissions scenarios than are long-term projections. Near-term decadal climate prediction (Smith et al., 2007;
Keenlyside et al., 2008; Meehl et al., 2009) provides information not available from existing seasonal to
interannual (months to a year or two) predictions or from long-term (late 21st century and beyond) climate
change projections (Chapters 12-14). Prediction efforts on seasonal to interannual timescales require
accurate estimates of the initial climate state with less concern extended to changes in external forcing',
while long-term climate projections rely more heavily on estimations of external forcing with little reliance
on the initial state of internal variability. Estimates of near-term climate depends partly on the committed
warming (caused by the inertia of the oceans as they respond to historical external forcing) the time
evolution of internally-generated climate variability, and the future path of external forcing. Near-term
predictions out to about a decade, unlike near-term projections beyond a decade to about mid-century that
are affected mostly by the external forcing, depend more heavily on an accurate depiction of the internally
generated climate variability (see Box 11.1).

The need for near-term climate information has spawned a new field of climate science, decadal climate
prediction (Meehl et al., 2009). Reflecting this new activity, the Coupled Model Intercomparison Project
phase 5 (CMIP5) experimental protocol includes, as one of its foci, near-term predictions (10- to 30-years),
where there is an emphasis on the initialization of the climate system with observations. The other focus of
CMIPS is long-term climate change experiments often referred to as ‘uninitialized’ or ‘non-initialized’
projections or simply as ‘projections’. The objectives of this chapter are to assess the state of the science for
both near-term predictions and projections. Thus both CMIP5 foci noted above are considered for the near
term as well as other published near-term predictions and projections.

The chapter consists of four major assessments:

(1) the scientific basis for near-term prediction as reflected in estimates of predictability (see Box
11.1), and the dynamical and physical mechanisms underpinning predictability, and the
processes that limit predictability (see Section 11.2);

(i1) the current state of knowledge in near-term projection (see Section 11.4). Here the emphasis is
on what the climate in next few decades may look like relative to 19862005, based on near-
term projections (i.e., the forced climatic response). The focus in on the “core” near-term period
(2016-2035), but some information prior to this period and out to mid-century is also discussed.
A key issue is when, where and how the signal of externally-forced climate change is expected
to emerge from the background of natural climate variability;

(iii) near-term projected changes in atmospheric composition and air quality, and their interactions
with climate change; and

(iv) the current state of knowledge in near-term prediction (see Section 11.3). Here the emphasis is
placed on the results from the decadal (10-year) multi-model prediction experiments in the
CMIP5 database.

[START BOX 11.1 HERE]

Box 11.1: Climate Prediction, Projection and Predictability

This Box clarifies the meaning of various terms used extensively in this chapter, as they are defined in the
scientific literature on climate.

Internally generated and externally forced climate components

! Seasonal-to-interannual predictions typically include the impact of external forcing.

Do Not Cite, Quote or Distribute 11-7 Total pages: 102



First Order Draft Chapter 11 IPCC WGI Fifth Assessment Report

The black line in Figure 11.1 plots the evolution of the global and annual average temperature, 7(2), as the
difference from the 1901-1950 average. A change in temperature or other climate system variable may be

represented as 7'(¢) = T, (¢) + T;(¢) , the sum of an externally forced and an internally generated component.

Changes in GHG concentrations, natural and anthropogenic aerosol loadings, land use etc. provide the
external forcings which determine 7(z), while Tj(z) arises spontaneously due to the internal workings of the
climate system.

Climate projection

A climate projection attempts to determine the evolution of the forced component 7y(?) and the envelope of
Ty(t) over the next decade(s) but not the particular evolution of T;(?) that will occur. The yellow lines in the
Figure are different realizations of the evolution of the global mean temperature from 1900 to 2000 produced
by a group of climate models. This ensemble of realizations indicates the range of possible evolutions of the
system for the given forcing and provides statistical information on climate variability.

Climate prediction

A climate prediction or climate forecast is a statement about the future evolution of some aspect of the
climate system encompassing both forced and internally generated components. Climate predictions do not
attempt to forecast the actual day-to-day progression of the system but rather the evolution of some climate
statistic. The global and annually averaged temperature of Figure 11.1 is an example. Both climate
predictions and climate projections are usually made with numerical models which represent the system
mathematically using the equations of fluid mechanics, thermodynamics, cloud physics, radiative transfer
etc. that account for the energy flow and behaviour of the system. A climate prediction proceeds by
integrating the governing equations forward in time from observation-based initial conditions. Climate
predictions may also be made using statistical models which relate current to future conditions using
statistical relationships derived from observations of past system behaviour.

A climate model is deterministic in the sense that if the governing equations are integrated forward in time
from identical initial conditions the evolution of the system is reproducible. Nevertheless, because of the
chaotic and non-linear nature of the climate system, minor differences in initial conditions or in some aspect
of the model give different evolutions with time. This divergence is represented schematically in Figure
11.2a.

A deterministic forecast (such as a weather forecast for the next day or two) attempts to trace out the actual
evolution of the climate variable (the black line in Figure 11.1-2). If differences in initial conditions
represent observational and analysis errors, with trajectories that are affected by model deficiencies, the
divergence of the predicted from the actual evolution represents the growth of forecast error. Under some
circumstances, the spread among predictions gives an indication of the likelihood of a particular forecast
result and may be represented as a probability distribution.

A probabilistic climate prediction takes the form of a probability distribution. This probabilistic view is
depicted in Figure 11.3. The initial state has a sharply peaked distribution representing the comparatively
small uncertainty in the observation-based initial state. The growth of error with forecast time broadens the
probability distribution until, ultimately, it becomes indistinguishable from that of an uninitialized climate
projection.

Climate predictability

The rate of separation or divergence of initially close states of the climate system with time (as represented
schematically in Figure 11.2), or the rate of broadening of its probability distribution (as in Figure 11.3), is a
measure of the system's predictability. If the states separate rapidly, the predictability of the system is low; if
they separate slowly, predictability is high. In the same way, initial error grows rapidly if the predictability of
the system is low but more slowly if predictability is high. The inherent growth of small errors limits the
duration of a useful forecast even for a highly accurate forecast system.

Formally, predictability is a feature of the physical system itself, rather than of our "ability to predict” which
depends on the accuracy of our models and initial conditions. Climate predictability may be studied
diagnostically, by analyzing past climate system behaviour (observed or modelled), or prognostically by
making a sequence of predictions with a model of the system. The rate of separation of initially close states
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or, in the probabilistic view, the evolution of the probability distribution is studied and quantified. The
predictability of different variables in the atmosphere and ocean will be different and will also vary with
location. Estimates of the predictability of the climate system provide insight into the possibility of, and the
expected limitations to, skilful climate forecasts.

Forecast quality

Forecast quality measures the success of a prediction against observation-based information. The average
over a sequence of forecasts made for past cases, termed retrospective forecasts or hindcasts, gives an
indication of the quality that may be expected, on average, for future forecasts for a particular variable at a
particular location. Forecast quality measures the “ability to predict” and, since forecast systems are not
without error, will generally underestimate the “predictability” of the system.

[INSERT FIGURE 11.1 HERE]
Figure 11.1: The evolution of observed global mean temperature as the difference from the 1901-1950 average (the
black line) where T(r) =T () +T,(1) is the sum of an externally forced component Tr(red line) and an internally

generated component T; (the difference between the black and red lines). An ensemble of possible “realizations” of
temperature evolution is represented by the yellow lines.

[INSERT FIGURE 11.2 HERE]

Figure 11.2: A schematic representation of predictability as the rate of separation of initially close states and the
connection with forecast error growth. The actual evolution of the system is represented as the black line, the
uncertainty in initial conditions by the yellow oval and the resulting cloud of trajectories by the thin lines. A
deterministic climate prediction attempts to follow the black line to predict 7((?), or other climate variable, at some time
t beyond the present. A probabilistic climate prediction takes the form of a probability distribution p(7,¢) providing
information on the probability of realizing a particular result.

[INSERT FIGURE 11.3 HERE]

Figure 11.3: Schematic evolution of predictability and error growth in terms of probability. The probability distribution
corresponding to the forced component p(7¢) is in red with the deeper shades indicating higher probability. The
probabilistic representation of the forecast p(7,¢) is in blue. The initially sharply peaked distribution broadens with time
as information about the initial conditions is lost until the initialized climate prediction becomes indistinguishable from
an uninitialized climate projection.

[END BOX 11.1 HERE]

11.2 Uncertainty and Signal-to-Noise in Near-Term Climate Predictions and Projections

Climate projections and predictions necessarily involve uncertainty: exact knowledge of the future is
unobtainable. Understanding the sources of uncertainty, and quantifying uncertainties where this is possible,
is essential if projections are to be used effectively.

11.2.1 Uncertainty in Near-Term Climate Projections

Climate projections are subject to three sources of uncertainty. The first arises from the natural internal
variability of the climate system (see Box 11.1) which is superimposed on the externally-forced component.
This variability, which is intrinsic to the climate system, includes phenomena such as variability in the mid-
latitude storm tracks and the Interdecadal Pacific Oscillation (IPO). With projections, no attempt is made to
predict the evolution of the internal variability. Instead the statistics associated with the variability based on
observations or simulations of the past are sometimes included as a component of the uncertainty associated
with the projection. The existence of internal variability places fundamental limits on the precision with
which future climate variables can be projected. The second is uncertainty concerning the past, present and
future forcing of climate system by natural and anthropogenic influences such as greenhouse gases and
aerosols. The third is uncertainty concerning the response of the climate system to forcing.

Quantifying the uncertainty that arises from each of the three sources is an important challenge. The
magnitude of internal climate variability can be estimated from observations (Chapter 2) or from climate
models (Chapter 9). Challenges arise in estimating the variability on decadal and longer time scales, and for
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rare events such as extremes as observational records are often too short to provide reliable estimates, and
greater reliance must be placed on model results.

Uncertainty concerning the past forcing of the climate system arises from a lack of direct or proxy
observations, and from observational errors. This uncertainty can influence future projections of some
variables (particularly large-scale ocean variables) for years or even decades ahead (e.g., Meehl et al., 2006;
Gregory, 2010; Stenchikov et al., 2009). Uncertainty about future forcing arises from the inability to predict
future anthropogenic emissions and land use change as well as natural forcings (e.g., volcanoes). The RCP
scenarios (Chapter 1) provide a range of plausible trajectories for future anthropogenic emissions and land
use change. The consequences of this uncertainty for climate projections are discussed in Section 11.4.6.
Carbon cycle and other biogeochemical feedbacks (Chapter 6) can give rise to interactions between forcing
uncertainty and response uncertainty. Such interactions are important for long-term climate projections
(Chapter 12, Annex I1.4.1, but have limited importance for near term climate - for further discussion see
Section 11.4.7 and Chapter 6.

Response uncertainty is arguably the most difficult contribution to quantify. Climate models provide
estimates of the response to specified forcing agents such as GHGs and aerosols, but different models
typically show similar but not identical responses. The range, or spread, of climate model responses is often
used as a measure of response uncertainty (also known as ‘model uncertainty’), but such a measure is crude
as it takes no account of factors such as model quality (Chapter 9) or model independence (e.g., Pennel and
Reichler, 2011; Masson and Knutti, 2011), and not all variables of interest are adequately simulated by
global climate models. Some alternative approaches are discussed in Section 11.4.2. To generate projections
of extreme events such as tropical cyclones, or regional phenomena such as orographic rainfall, it is
sometimes necessary to employ a dynamical or statistical downscaling procedure. Such downscaling
introduces a further dimension of response uncertainty.

The relative importance of internal variability, forcing uncertainty and response uncertainty depends on the
variable of interest, the space and time scale (Meehl et al, 2007: Section 10.5.4.3), and the lead-time of the
projection. Figure 11.4 provides an illustration of these dependencies based on an analysis of climate model
projections (Hawkins and Sutton, 2009, 2010). In this example, only the forcing uncertainty related to future
greenhouse gas concentrations is considered, and model spread is used as a measure of response uncertainty.
Key points are: 1) the uncertainty in near term projections is dominated by internal variability and response
uncertainty. This finding provides some of the rationale for considering near-term projections separately
from long-term projections. Note that aerosol forcings, not shown in the figure, are an exception (discussed
in Section 11.4.6); 2) internal variability becomes increasingly important on smaller space and time scales;
3) for projections of precipitation forcing uncertainty is less important and (on regional scales) internal
variability is generally more important than for projections of surface air temperature change.

A key quantity for any climate projection is the “signal-to-noise” ratio (Christensen et al, 2007), where the
“signal” is a measure of the amplitude of the projected climate change, and the noise is a measure of the
uncertainty in the projection. Higher signal-to-noise ratios indicate more robust projections of change and/or
changes that are large relative to background levels of variability. Depending on the purpose, it may be
useful to identify the noise with the total uncertainty, or with a specific component such as the internal
variability). The evolution of the signal-to-noise ratio with lead-time depends on whether the signal grows
more rapidly than the noise, or vice versa. Figure 11.4 (top right) shows that, when the noise is identified
with the total uncertainty, the signal-to-noise ratio for surface air temperature is typically higher at lower
latitudes and has a maximum at a lead time of a few decades (Cox and Stephenson, 2007; Hawkins and
Sutton, 2009). The former feature is primarily a consequence of the greater amplitude of internal variability
in mid-latitudes. The latter feature arises because over the first few decades, when forcing uncertainty is
small, the signal grows most rapidly, but subsequently the contribution from forcing uncertainty grows more
rapidly than does the signal, so the signal-to-noise ratio falls.

11.2.2 Uncertainty in Near-Term Climate Predictions
Initialized climate predictions attempt to predict both the externally-forced and internally-generated near-

term variation in climate variables. Predictions are subject to all the sources of uncertainty that affect climate
projections, but the contribution from internal variability must be considered separately. The purpose of
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initialization is to exploit the predictability of internal variability (Box 11.1 and Section 11.3.1) with the goal
of reducing the uncertainty in predictions, relative to that of projections. The extent to which this goal is
achievable depends on a range of factors including the available observations (particularly of the ocean
state), the quality of the climate model, and the assimilation and initialization procedure. Thus uncertainties
arise from imperfect knowledge of the initial state and from model errors and uncertainties. Strategies to
quantify these uncertainties have been developed and are the subject of active research (see Sections 11.2
and 11.3.1 for further discussion).

[INSERT FIGURE 11.4 HERE]

Figure 11.4: Sources of uncertainty in climate projections as a function of lead time. a) Projections of global mean
decadal mean surface air temperature to 2100 together with a quantification of the uncertainty arising from internal
variability (orange), response uncertainty (blue), and forcing uncertainty (green). b) shows the same results as in (a) but
expressed as a percentage of the total uncertainty at each lead time. c), e), f) show results for: global mean decadal and
annual mean precipitation, British Isles decadal mean surface air temperature, and boreal winter (December-February)
decadal mean precipitation. d) shows signal-to-noise ratio for decadal mean surface air temperature for the regions
indicated. The signal is defined as the simulated multi-model mean change in surface air temperature relative to the
simulated mean surface air temperature in the period 1971-2000, and the noise is defined as the total uncertainty. See
text and Hawkins & Sutton (2009,2010) for further details. This version of the figure is based on CMIP3 results and
neglects the contribution from carbon cycle (and other biogeochemical) feedbacks to response uncertainty.

11.3 Near-Term Predictions
11.3.1 Decadal Climate Prediction

The scientific impetus for decadal prediction arises from improved understanding of the physical basis of
long timescale variations in climate and improvements in climate models (Chapter 9), the availability of
information on the state of the atmosphere, ocean and cryosphere (Chapters 2-4) and from predictability
studies, early decadal forecasting attempts and from the development of multi-model and other approaches
for combining, calibrating and verifying climate predictions. Decadal predictions are of interest for socio-
economic reasons as discussed, for instance, in WMO (2009).

11.3.1.1 Predictability Studies

The innate behaviour of the climate system imposes limits on the ability to predict its evolution.
Predictability studies indicate where and to what extent skillful climate predictions might be possible.
Prognostic predictability studies analyze the time-dependent behaviour of actual or idealized predictions
while diagnostic predictability studies are based on analyses (diagnoses) of observations of the climate
system or on simulation results from climate models.

11.3.1.1.1 Prognostic predictability studies

The study of Griffies and Bryan (1997) is one of the earliest predictability studies of internally generated
decadal variability in a coupled atmosphere/ocean climate model. It concentrates on the North Atlantic and
the subsurface ocean temperature while the somewhat similar studies of Boer (2000) and Collins (2002) deal
mainly with surface temperature. Long timescale temperature variability in the North Atlantic has received
considerable attention (Figure 11.5a-c) together with its possible connection to the variability of the Atlantic
Meridional Overturning Circulation (AMOC) in predictability studies by Grotzner et al., (1999), Collins and
Sinha (2003), Pohlman (2004), Collins et al., (2006), Latif et al., (2006, 2007), Hawkins and Sutton, (2009),
Msadek et al. (2010) and Teng et al. (2011). There is a broad indication of predictability for sea-surface
temperature (SST) in the North Atlantic while the predictability of the AMOC varies among models and, to
some extent, with initial model states, ranging from several to 10 or more years. The predictability of the
North Atlantic SST is typically weaker than that of the AMOC and the connection between the predictability
of the AMOC and the SST is inconsistent among models.

Prognostic predictability studies of the Pacific are less plentiful even though Pacific Decadal Variability
(PDV) itself has received considerable study. Sun and Wang (2006) suggest that some of the variability
linked to the Pacific Decadal Oscillation (PDO) can be predicted approximately 7 years in advance. Teng
and Branstator (2011) investigate the predictability of the first two EOFs of annual mean SST and upper
ocean temperature, identified with PDV, and find predictability of the order of 6—10 years. Meehl et al.
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(2010) focus on the low-frequency decadal component of SST, including both forced and internally
generated components, in the broader Pacific region (to 40°S). Power and Colman (2006) found that off-
equatorial multi-year variability in the eastern Pacific of their climate model was largely driven by preceding
multi-year variability in ENSO. The resulting variability in off-equatorial SST could be predicted more than
one year in advance, while sub-surface ocean temperature variability (associated with the excitation of low-
frequency equatorially-trapped Rossby waves) could be predicted several years in advance. McGregor et al.
(2008; 2009) presented evidence that off-equatorial wind-stress changes in the Pacific can lead to small but
predictable changes to equatorial SST and to near-zonal changes in the equatorial thermocline. While
evidence for multi-year predictability in the Pacific Ocean away from the equator is strong, Power et al.
(2006) were unable to detect any predictability of internally generated in decadal changes to ENSO
teleconnections to Australian rainfall.

Hermanson and Sutton (2010) report that predictable signals in different regions and for different variables
may arise from differing initial conditions. Ocean variables exhibit predictability for several years or more
compared to other variables in two case studies. Branstator and Teng (2010) analyze upper ocean
temperatures, and some SSTs, for the North Atlantic, North Pacific and the tropical Atlantic and Pacific in
the NCAR model. Predictability associated with the initial state of the system decreases while that due to the
forced component increases with time (Figure 11.5d). The “cross-over” time is longer in extratropical (7-11
years) compared to tropical (2 years) regions and in the North Atlantic compared to the North Pacific.

[INSERT FIGURE 11.5 HERE]

Figure 11.5: (a) Control run MOC (black line), prediction results (thin coloured lines) and ensemble mean (red line) in
predictability experiments with the GFDL model. (b) predictability measures of the MOC (black) and of North Atlantic
subsurface temperature, heat content and sea surface height (from Msadek et al), (c) initial condition (green) and
externally forced (blue) components of predictability of the North Atlantic MOC, 500m temperature and SST (from
Teng et al.), (d) initial condition (green) and externally forced (blue) predictability for upper ocean temperature
predictability in extratropical and tropical ocean basins from the NCAR model, (e) initial condition predictability for
different models for N. Atlantic and N. Pacific upper ocean temperatures (from Branstator et al. 2011)

11.3.1.1.2 Diagnostic predictability studies

Because long data records are needed, diagnostic decadal predictability, studies based on observational data
are few. Newman (2007) and Alexander et al. (2008) develop multivariate empirical Linear Inverse Models
(LIMs) from observation-based SSTs and find predictability for ENSO and PDV type patterns that are
generally limited to the order of a year although exceeding this in some areas. Tziperman et al. (2008) and
Hawkins and Sutton (2009) apply similar methods to GFDL and Hadley Centre model output and find
predictability of from one to several decades respectively for the AMOC and North Atlantic SST.

Branstator et al. (2011) use analog and multivariate linear regression methods to quantify the predictability
of the internally generated component of upper ocean temperature in six coupled models. Results differ
across models but offer some common areas of nominal predictability. Basin estimates indicate predictability
for up to a decade in the North Atlantic and somewhat less in the North Pacific (Figure 11.5¢).

The diagnostic “potential predictability” considers the ratio of long timescale variability to the total to
indicate where long timescales are important and where their lack limits predictability. The potential
predictability of the internally generated component for temperature is studied in Boer (2000), Collins
(2002), Pohlman et al. (2004), Power and Colman (2006) and, in a multi-model context, in Boer (2004) and
Boer and Lambert (2008). Power and Colman (2006) concluded that potential predictability in the ocean
tended to be a minimum in the surface waters of the equatorial Pacific Ocean, but tends to increase with
latitude and depth. Multi-model results for both externally forced and internally generated components are
studied in Boer (2010) and Figure 11.6 displays the geographic distribution of potential predictability for
temperature based on CMIP5 simulations. Long-timescale potential predictability for precipitation is weak
and associated with the forced component.

[INSERT FIGURE 11.6 HERE]
Figure 11.6: Contributions to decadal potential predictability from the externally forced component (upper panel),
internal generated component (middle panel) and both together (lower panel). Multi-model results from CMIP3.
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11.3.1.1.3 Summary

At long timescales, predictability studies are based mainly on coupled models. Results are model dependent
although there are commonalities while multi-model approaches give a “consensus” view. There is evidence
of predictability on decadal timescales for both the externally forced and internal generated components of
temperature with the former dominating. Long timescale predictability for precipitation is weak and due
mainly to the forced component. Predictability of temperature associated with the initial state of the system
is decreases with time while that due to the forced component increases, with average cross-over times of the
order of 4-9 years.

11.3.1.2 Climate Prediction on Seasonal to Decadal Timescales

11.3.1.2.1 Seasonal to decadal prediction

Seasonal model-based predictions for the globe are routinely produced by some twelve WMO “Global
Producing Centres (GPCs) for Long Range Forecasts” as well as by other global and regional centres. Such
results are from dynamical systems, however, they are typically post-processed by statistical methods
(Stephenson et al., 2005; Lang and Wang, 2010; Wang and Fan, 2009. Statistical methods alone are used to
produce forecasts (van den Dool, 2007; Sun and Chen 2011). Very similar methodologies are used for
decadal predictions.

11.3.1.2.2 Initial conditions

A typical seasonal, interannual or decadal prediction consists of an ensemble of forecasts produced by
integrating a climate model forward in time from a set of observation-based initial conditions. As forecast
range increases, processes in the ocean become increasingly important and the sparseness, non-uniformity
and secular change in sub-surface ocean observations is a challenge (Meehl et al., 2009; Murphy et al., 2010)
and can lead to differences among ocean analyses (Stammer 2006). Approaches to ocean initialization range
from assimilating only SSTs and relying on ocean transports to initialize the sub-surface ocean indirectly
(Keenlyside et al. 2008); forcing an ocean model with atmospheric observations (being tested at NCAR and
MPI) and direct assimilation or insertion of ocean reanalyses. Most seasonal and decadal predictions systems
determine initial states separately for the atmosphere and ocean although more sophisticated, fully coupled
data assimilation schemes (e.g., Sugiura et al., 2009; Zhang et al., 2007) are being investigated.

Dunstone and Smith (2010) investigate the impact of SST and subsurface ocean data in an idealized
experiment and find the expected improvement in skill when sub-surface information is used. Assimilation
of atmospheric data, however, gives little impact after the first year. Section 1.3.2 discusses this for actual
forecasts. The initialization of sea ice, snow cover, frozen soil and soil moisture may all contribute to
predictive skill beyond the seasonal timescale although direct initialization of these variables has not yet
been attempted.

11.2.1.2.3 Full-field and anomaly initialization
Models may be initialized using full-field or anomaly approaches. Forecasts are represented as Y (¢;,7)

where ¢ is the start date and v is the forecast range, i.e., the time after the beginning of the forecast. The
corresponding observation-base values are represented as X (7, 7) . Full-field initialization constrains the

model values to be near the observation-based values with Y (#,,0) =~ X (¢,) at initial time T = 0 . However,

model results “drift” from their initial observation-based state toward the model's climate on timescales of a
few years and this drift may be sufficient to confound the evolution of the forecast. An empirical a posteriori
drift adjustment is typically applied (Section 11.3.2) to remove the drift.

Model drift may be at least partially offset by using anomaly initialization in which observed anomalies are
added to the model climate (Smith et al. 2007; Pohlmann et al., 2009; Mochizuki et al., 2010). In that case
Y(1,,0)=<Y > +(X(t,)- <X >)=(<Y >-<X>)+X(t,), where <Y> and <X> are the model and
observation-based climatologies respectively. As modeled and observed climatologies approach one another

so do the two initialization methods. The relative merits of the two approaches have yet to be quantified in
terms of the quality of the resulting decadal forecasts.
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11.3.1.2.4 Ensemble generation

An ensemble of initial conditions is generated in order to sample the probability distribution of the
observation-based initial state of a variable and the ensuing ensemble of forecasts to characterize its
evolution (Fig 11.2-3). Ensemble generation is important in seasonal prediction (Stockdale et al., 1998; Stan
and Kirtman, 2008) but not yet fully investigated for decadal prediction. Methods being investigated include
adding random perturbations to initial conditions, using atmospheric states displaced in time, using parallel
assimilation runs, (Doblas-Reyes et al., 2011) and perturbing ocean initial conditions by ensemble
assimilation (Mochizuki et al., 2010; Zhang et al., 2007). Perturbations leading to rapidly growing modes,
common to weather forecasting, are also being investigated (Kleeman et al., 2003; Vikhliaev et al., 2007,
Hawkins and Sutton, 2009). The uncertainty associated with a model's representation of the climate system
may be partially represented by the perturbed physics (Stainforth et al., 2005, Murphy et al., 2007) or
stochastic physics (Berner et al., 2008) approaches applied to decadal predictions (Doblas-Reyes et al., 2009;
Smith et al., 2010).

The multi-model approach combines ensembles of predictions from a collection of models thereby
increasing the sampling of both initial conditions and model properties. Multi-model approaches are used
across timescales ranging from seasonal- interannual (eg. DEMETER, Palmer et al. 2004), to seasonal-
decadal (e.g., ENSEMBLES, van der Linden, and Mitchell, 2009), in climate change simulation (e.g.,
IPCC2007, Chapter 10, Meehl et al., 2007) and in the ENSEMBLES and CMIP5-based decadal predictions
assessed in Section 11.3.2.

11.3.2 Prediction Quality
11.3.2.1 Decadal Prediction Experiments

Decadal prediction for specific variables can be made by exploiting empirical relationships based on past
observations as well as expected physical relationships. Predictions of the North Pacific Ocean temperatures
have been achieved using prior wind stress observations (Schneider and Miller, 2001). Regional predictions
of surface temperature have been made based on projected changes in external forcing and the state of ENSO
(Lean and Rind, 2009; Krueger and von Storch, 2011).

Predictions for a range of variables other than temperature can be achieved using dynamical models that
simulate the climate system based on the fundamental physical principles. Evidence for skilful interannual to
decadal temperature predictions using dynamical models forced only by previous and projected changes in
anthropogenic greenhouse gases and aerosols and natural variations in volcanic aerosols and solar irradiance
was reported by Lee et al. (2006), Raisanen and Ruokolainen (2006) and Laepple et al. (2008).

Additional skill could be realized by initializing the models with observations to also predict natural internal
variability and to correct the model’s response to previous changes in radiative forcing (Smith et al., 2007,
Hawkins and Sutton, 2009). The recent recognition that decadal climate prediction is important motivated
the research community to design coordinated experiments. The ENSEMBLES project (van der Linden and
Mitchell, 2009) has conducted a multi-model decadal hindcast study, and the Coupled Model
Intercomparison Project phase 5 (CMIPS5) proposed a coordinated experiment that focuses on decadal, or
near-term, prediction (Meehl et al., 2009; Taylor et al., 2008; 2011). Prior to these initiatives, a few
pioneering attempts at initialized decadal prediction have been made (Pierce et al., 2004; Troccoli and
Palmer, 2007; Smith et al., 2007; Pohlmann et al., 2009; Keenlyside et al., 2008; Mochizuki et al., 2010).
Results from the CMIP5 coordinated experiment are the basis for the assessment reported here.

Both ENSEMBLES and the CMIP5 near-term prediction performed a series of ten-year hindcasts initialized
by observations every five years starting near 1960. Initialized runs from three initial conditions, 1960, 1980,
and 2005, are further extended to 30 years, to the range more likely to be dominated by anthropogenic
external forcing. Since the practice of decadal prediction is in its infancy, details of how to initialize the
models were left to the discretion of the modeling groups. In CMIPS5 experiments, volcanic aerosol and solar
cycle variability are prescribed along the integration using actual values up to 2005, and assuming a
climatological 11-year solar cycle and a background volcanic aerosol load in the future. These forcings are
shared with the uninitialized CMIPS5 historical runs started from pre-industrial control simulations enabling
an assessment of impact of initialization. The specification of the volcanic aerosol load and the solar
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irradiance in the hindcasts gives an optimistic estimate of the forecast quality with respect to an operational
prediction system. Table 11.3.2.1 summarizes the initialization methods used in the CMIP5 near-term
experiment. The coordinated nature of ENSEMBLES and CMIP5 experiments offer a good opportunity to
study multi-model ensembles (van Oldenborgh et al., 2011 — under review; Garcia-Serrano and Doblas-
Reyes, 2012 — under review), although some modelling groups have adopted perturbed physics approaches
in decadal predictions (Smith et al., 2010). The impact of the different approaches on decadal predictions has
yet to be assessed.

[INSERT TABLE 11.1]
Table 11.1: Initialization methods used in models that entered CMIPS near-term experiments.

One of the most serious difficulties in climate prediction consists in dealing with the so-called climate drift
in initialized predictions. When initialized with states close to the observations, models drift towards their
preferred imperfect climatology, leading to systematic errors in the forecasts. The time scale of the drift is in
most cases a few years (e.g., Figure 1 of Doblas-Reyes et al., 2010) and the magnitude is comparable to
signals to be predicted. Biases can be removed by an a posteriori empirical correction computed from a
collection of past forecasts or hindcasts.

Bias adjustment is a method of statistically post-processing forecasts that linearly corrects for model drift
(e.g., Stockdale, 1997). A temperature forecast, for instance, may be represented as T(7) = T(7) + T'(7)
where the forecast range T is the time beyond the initial time. The overbar represents the average over the
hindcasts and 7"'(7) the difference from the average. The observed temperatures corresponding to the
forecasts are similarly expressed as 7, (7) = 7_"0(1') + T/(7). The average error or bias in this context is

b(t)=T(7)- T, (T) that estimates the rate at which the model drifts away from the observed climate and
towards the model climate on average as the forecast evolves. This drift is subtracted from the forecast to
give a bias-adjusted prediction YA"(‘L') =T(t)-b(1)= 7_;(1') + T'(7). The approach assumes that the model
bias is stable over the prediction period (from 1960 onward in the CMIP5 experiment). This might not be the

case, for instance, if the predicted temperature trend differs from the observed trend (Fyfe et al., 2012 -
accepted).

To reduce these problems, many of the early attempts at decadal prediction (Smith et al., 2007; Keenlyside et
al., 2008; Pohlmann et al., 2009; Mochizuki et al., 2010) used an approach called anomaly initialization
(Schneider et al., 1999; Pierce et al., 2004; Smith et al., 2007). The anomaly initialization approach attempts
to circumvent model drift and the need for a time-varying bias correction. The models are initialized with
observed anomalies added with some empirical method to the model climate. The mean model climate state
is then subtracted to obtain forecast anomalies. In both approaches, full or anomaly initialization, the forecast
information essentially consists of the evolution of the forecast anomaly, i.e., T'(T) . Sampling error in the

calculation of the means affects the success of these approaches. Relative merits of anomaly versus “full”
initialization approaches have yet to be quantified (Anderson et al. 2009). Ideally, model improvements are
expected to reduce and ultimately eliminate the need for bias correction or anomaly initialization.

[PLACEHOLDER FOR SECOND ORDER DRAFT: Include assessment on anomaly vs. full initialization
when studies become available].

11.3.2.2 Forecast Quality Assessment

A distinction between model validation and forecast quality assessment is typically made (NRCNA, 2010).
The quality of a forecast system is assessed by estimating the accuracy, skill and reliability of a set of
hindcasts (Jollife and Stephenson, 2003). No single metric can provide a complete picture of prediction
quality, even for a single variable. A suite of metrics needs to be considered, particularly when a forecast
system is compared with others or with previous versions. The accuracy of a forecast system refers to the
precision with which the forecast system tends to match the observed changes that the system is trying to
predict. The skill is the accuracy of the system relative to the accuracy of some reference prediction method
(e.g., climatology or persistence). The reliability measures how well the predicted probability distribution
matches the observed relative frequency of the forecast event.

Do Not Cite, Quote or Distribute 11-15 Total pages: 102



O 00 N O U b~ W =

—
—_

First Order Draft Chapter 11 IPCC WGI Fifth Assessment Report

The assessment of forecast quality depends on what characteristics of the prediction are of greatest interest to
those who would use the information. WMO’s Standard Verification System (SVS) for Long Range
Forecasts (LRF) (2002) outlines specifications for long-range (sub-seasonal to seasonal) forecast quality
assessment. For deterministic forecasts, the recommended metrics are the mean square skill score and the
relative operating characteristics (ROC) curve and area under the ROC curve (Mason and Weigel, 2009) for
the accuracy and the correlation for skill. For probabilistic forecasts, the recommended metrics are the ROC
area, the Brier skill score and the reliability diagram. All these measures are described in Jolliffe and
Stephenson (2003) and Wilks (2006). Measures of reliability are related to the spread of the system. For
dynamical ensemble systems, a useful measure of the characteristics of an ensemble forecast system is its
spread. The relative spread can be described in terms of the ratio between the mean spread around the
ensemble mean and the ensemble-mean RMSE, or spread-to-RMSE ratio. A ratio of one is considered a
desirable feature for a Gaussian-distributed variable of a well-calibrated prediction system (Palmer et al.,
2006). It has been recently emphasized the importance of using statistical inference in forecast quality
assessments. This is even more important when both the small samples available and the small number of
degrees of freedom are taken into account. Confidence intervals for the scores are typically computed using
either parametric or bootstrap methods (Lanzante, 2005; Jolliffe, 2007).

11.3.2.3 Pre-CMIP5 Decadal Prediction Experiments

Early decadal prediction studies found little additional predictability from initialization, over that due to
changes in radiative forcing, on global (Pierce et al., 2004) and regional scales (Troccoli and Palmer, 2007),
but neither study considered more than two start dates. More comprehensive tests, which considered at least
nine different start dates indicated generalized temperature skill (Smith et al., 2007, 2010; Keenlyside et al.,
2008; Pohlmann et al., 2009; Sugiura et al., 2009; Mochizuki et al., 2010; van Oldenborgh et al., 2011 —
under review; Doblas-Reyes et al., 2011; Garcia-Serrano and Doblas-Reyes, 2012 — under review; Garcia-
Serrano et al., 2012 - submitted; Guémas et al., 2012 - submitted). That skill was enhanced by the
initialization mostly over the ocean in the North Atlantic and subtropical Pacific.

The ENSEMBLES multi-model consists of four forecast systems: CERFACS, ECMWF, IFM-GEOMAR
and Met Office with the HadGEM2 model (van Oldenborgh et al., 2011 — under review). Three-member
ensemble hindcasts were run for ten years starting on November 1 from 1960 to 2005 every five years.
Volcanic aerosol concentrations from eruptions before the analysis date were relaxed to zero with a time
scale of one year in the IFM-GEOMAR system (Keenlyside et al., 2008), while the other three models did
not include any volcanic aerosol effect. In all cases, the effects of eruptions during the hindcasts were not
included to reproduce a realistic forecasting context. This is a major difference from the CMIP5 experiment.
Three of the four models (the ECMWEF, Met Office and CERFACS systems) used a full initialisation
strategy. In contrast, [IFM-GEOMAR used observed SST anomaly information to generate the initial
conditions. A second ENSEMBLES contribution (DePreSys; Smith et al., 2010) was run by the Met Office
using a nine-member ensemble of HadCM3 model variants sampling modelling uncertainties through
perturbations to poorly constrained atmospheric and surface parameters. Ten-year long hindcasts were
started on the first of November in each year from 1960 to 2005. In order to assess the impact of
initialization an additional parallel set of hindcasts (referred to as NoAssim) with the same nine model
versions was run. The NoAssim hindcasts are identical to those of DePreSys except that they are not
explicitly initialized with the contemporaneous state of the climate system, the initial conditions obtained
from the restarts of the corresponding long-term climate change integrations. NoAssim is used to assess the
impact of the initial conditions in near-term climate prediction.

11.3.2.4 CMIP5 Decadal Prediction Experiment

Figure 11.7 shows the global-mean temperature correlation for the CMIPS decadal forecasts. While the
correlation of both Assim and NoAssim is significant, the Assim correlation is above the NoAssim one,
especially in the early forecast ranges. A similar conclusion holds for the DePreSys Assim and NoAssim
experiments. The high correlation is due to the almost monotonic increase in temperature. A comparison
with the DePreSys and ENSEMBLES time series explains the higher correlation of the CMIPS5 predictions
observed in the first half of the forecast period. Both DePreSys and ENSEMBLES do not properly reproduce
the impact of volcanoes, in particular for Pinatubo, because the volcanic aerosol load is not specified during
the prediction as in the case of the CMIP5 experiments.
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[INSERT FIGURE 11.7 HERE]

Figure 11.7: Ensemble-mean correlation with the observations (left column) and time series of 2—5 (middle column)
and 6-9 (right column) year average predictions of the global-mean temperature (top row), AMV (middle row) and IPO
(bottom row) from the ENSEMBLES (black), CMIP5 Assim (dark green) and NoAssim (light green) and DePreSys
Assim (dark purple) and NoAssim (light purple) forecast systems. The AMV index was computed as the SST anomalies
averaged over the region Equator-60°N and 80°-0°W minus the SST anomalies averaged over 60°S—60°N (Trenberth
and Shea 2006). The IPO index is the principal component of the leading EOF of each model using SSTs in the region
50°S—50°N / 100°E-290°E where the mean SST over 60°S—60°N have been previously removed. Predictions initialized
once every five years over the period 1960-2005 have been used. The CMIP5 multi-model includes experiments from
the HadCM3, MIROCS, MIROC4h and MRI-CGCM3 systems. The one-side 95% confidence level is represented in
grey, where the number of degrees of freedom has been computed taking into account the autocorrelation of the
observational time series. The observational time series, GISS global-mean temperature and ERSST for the AMV and
IPO, are represented with red (positive anomalies) and blue (negative anomalies) vertical bars, where a four-year
running mean has been applied for consistency with the time averaging of the predictions.

The systems in Figure 11.8 have significant skill over large regions, especially over the tropical oceans and
the North Atlantic, but also over large parts of the continents. The CMIP5 multi-model ensemble mean has a
similar skill distribution as DePreSys and ENSEMBLES. The impact of the initialization can be estimated in
a comparison between Assim and NoAssim. The skill differences, although showing some regions with
negative values, are mainly positive for the three forecast periods depicted. However, given that the
differences are small and the limited sample used, they are not statistically significant with 95% confidence.
The small differences reveal that most of the skill in temperature is due to the changing radiative forcing,
although an overall larger skill is found for the Assim experiment, in agreement with improvements due to
initialization found over the North Atlantic in DePreSys (Smith et al., 2010).

[INSERT FIGURE 11.8 HERE]

Figure 11.8: Near surface air temperature ensemble-mean correlation of the CMIP5 multi-model for the Assim (left
column), NoAssim (middle column) and their difference (right column) for the first year (top row) and the averaged 2—
5 (middle row) and 6-9 (bottom row) years forecast period. The CMIP5 multi-model includes experiments from the
HadCM3, MIROCS5, MIROC4h and MRI-CGCM3 systems. The black dots correspond to the points where the
correlation is statistically significant with 95% confidence using a one-sided (two sided for the correlation differences)
parametric test. A Fisher Z-transform of the correlations has been applied before applying the inference test to the
correlation differences. A combination of GHCN (Fan and van den Dool, 2007), ERSST (Smith and Reynolds 2003)
and GISS (Hansen et al., 2010) temperatures is used as a reference. The correlation has been computed with hindcasts
started over the period 1960-2005. The left- (right-) hand side colour bar is for the correlations (differences between the
correlations).

Figure 11.9 shows the ensemble-mean correlation for the precipitation over land averaged over different
forecast periods. The values are much lower than for the temperature, with very few regions showing
statistically significant values. It is difficult to single out regions with large positive differences, apart from
those in the first forecast year that are typically influenced by ENSO.

[INSERT FIGURE 11.9 HERE]

Figure 11.9: Land precipitation ensemble-mean correlation of the CMIPS multi-model for the Assim (left column),
NoAssim (middle column) and their difference (right column) for the first year (top row) and the averaged 2—5 (middle
row) and 6-9 (bottom row) years forecast period. The CMIP5 multi-model includes experiments from the HadCM3,
MIROCS5, MIROC4h and MRI-CGCM3 systems. The black dots correspond to the points where the correlation is
statistically significant with 95% confidence using a one-sided (two sided for the correlation differences) parametric
test. A Fisher Z-transform of the correlations has been applied before applying the inference test to the correlation
differences. GPCC precipitation is used as a reference. The correlation has been computed with hindcasts started over
the period 1960-2005. The left- (right-) hand side colour bar is for the correlations (differences between the
correlations).

The initialization has been suggested to improve skill mainly through atmospheric teleconnections from
improved surface temperature predictions in the North Atlantic and tropical Pacific (Smith et al., 2010;
Dunstone et al., 2011). Skill in predicting north Atlantic SST is thought to be related to skill in predicting the
AMOC (Knight et al., 2005), but this cannot be verified directly because of a lack of observations. However,
using proxies of the AMOC, a multi-model can skilfully predict it up to five years ahead using an ensemble
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of initialized model hindcasts, while uninitialized experiments failed to capture the signal. The lack of
adequate observations (Zhang et al., 2007), though, might also limit the initialization of the predictions.

The skill in the North Atlantic basin in Figure 11.8 is consistent with previous studies (e.g., Knight et al.,
2005) linking Atlantic multi-decadal variability (AMYV) with variations of the AMOC. An AMYV index,
computed as the SST anomalies averaged over the region Equator-60°N and 80°—0°W minus the SST
anomalies averaged over 60°S—60°N (Trenberth and Shea 2006), shows decadal variability and has multi-
year predictability (Murphy et al., 2010). Figure 11.7 shows that the CMIP5, ENSEMBLES multi-model and
DePreSys ensemble mean have a similar skill as a function of the forecast time, which is statistically
significant for all forecast times showed and is generally larger correlation than the single-model forecast
systems (Garcia-Serrano and Doblas-Reyes 2012 — under review). CMIP5 Assim has the highest skill of all
the systems. However, the differences in skill between the three systems are subtle and not statistically
significant as the uncertainty in the correlation is large. The initialization improves the AMV skill over the
first few forecast years, although the CMIP5 and DePreSys NoAssim hindcasts are also significantly skilful
at longer lead times highlighting the relevance of the external forcing. The AMV has been connected to
multi-decadal variability of Atlantic tropical cyclones (Dunstone et al., 2011), and initialization of the sub-
polar Atlantic provides skill in an idealized predictability study of Atlantic tropical storm frequency
(Dunstone et al., 2011), suggesting that the AMV was behind the skill found in hindcasts of multi-year North
Atlantic tropical storm frequency (Smith et al., 2010).

A comparison of the AMV ensemble-mean correlation for DePreSys using one- and five-year intervals
between start dates shows that, although a five-year interval sampling allows to estimate the level of skill,
local maxima along the forecast time might well be due to poor sampling of the start dates (Garcia-Serrano
and Doblas-Reyes, 2012 — under review). Figure 11.10d shows the temperature skill for DePreSys when one
start date per year is used. A comparison with the skill of Panel b indicates that the spatial distribution of the
skill does not change substantially with the different start date frequency, although the values are slightly
reduced in the results with yearly start dates. The low sampling frequency of the start dates is one of the
difficulties of the core CMIP5 decadal prediction experiment. Apart from the poor sampling of the start
dates, the length of the forecasting period is limited to the period over which reasonably accurate estimates
of the ocean initial state can be made, which starts around 1960. This fact also limits the sample size to
estimate the forecast quality.

[INSERT FIGURE 11.10 HERE]

Figure 11.10: Near surface air temperature ensemble-mean centred correlation for DePreSys b) with five-year intervals
between start dates and d) with one-year intervals between start dates, for the forecast period 2-5 years. A combination
of GHCN (Fan and van den Dool, 2007), ERSST (Smith and Reynolds, 2003) and GISS (Hansen et al., 2010)
temperatures is used as a reference. The correlation has been computed with hindcasts started over the period 1960—
2005.

Pacific decadal variability is also associated with potentially important climate impacts, including rainfall
over America, Asia, Africa and Australia (Power et al., 1999; Deser et al., 2004). The combination of Pacific
and Atlantic variability and climate change appears to explain much of the multidecadal US drought
frequency (McCabe et al., 2004) including key events like the American dustbowl of the 1930s (Schubert et
al., 2004). In a prediction context, Sugiura et al. (2009) report skill in hindcasts of the PDO, which is
ascribed to the interplay between Rossby waves and a clockwise propagation of ocean heat content
anomalies along the Kuroshio-Oyashio extension and subtropical subduction pathway. However, as Figure
11.8 shows, the central North Pacific is one of the regions with the lowest skill worldwide. Guémas et al.
(2012) argue that this regional minimum is associated with the failure of the forecast systems to capture the
largest warming events in the North Pacific beyond a few months into the forecast. Van Oldenborgh et al.
(2011 — under review) reported significant skill of the [PO in the ENSEMBLES multi-model. Figure 11.7
suggests, however, that the ensemble-mean skill is barely significant for all forecast systems and that there is
no consistent impact of the initialization.

[PLACEHOLDER FOR SECOND ORDER DRAFT: Include figure with CMIP5 global and North Atlantic
ocean heat content results (time series, reliability and skill) and discussion].
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[PLACEHOLDER FOR SECOND ORDER DRAFT: Responding to the gain in decadal skill in certain
regions due to the initialization, a coordinated quasi-operational initiative has been organized. Different
institutions regularly exchange initialized decadal predictions.]

11.3.2.5 Realizing Potential

Although idealized model experiments show considerable promise for predicting internal variability,
realizing this potential is a challenging task. There are 3 main hurdles: (1) the limited availability of data to
initialize and verify predictions, (2) limited progress in initialization techniques for decadal predictions and
(3) dynamical model shortcomings.

It is expected that the availability of temperature and salinity data in the top two km of the ocean through the
global deployment of Argo floats will give a step change in our ability to initialize and predict ocean heat
and density anomalies (Zhang et al., 2007). Another important recent advancement is the availability of
altimetry data. Argo and altimeter data only became available in 2000 and 1992 respectively, so an accurate
estimate of their impact on real forecasts has to wait (Dunstone and Smith, 2010).

Improved initialization of other aspects such as sea ice, snow cover, frozen soil and soil moisture, may also
have potential to contribute to predictive skill beyond the seasonal timescale. This could be investigated, for
example by using measurements of soil moisture from the planned Soil Moisture and Ocean Salinity
(SMOS) satellite, or by initializing sea-ice thickness with observations from the planned CryoSat-2 satellite.

Many of the current decadal prediction systems use relatively simple initialization schemes and do not adopt
fully coupled initialization/ensemble generation schemes. Sophisticated assimilation schemes, such as
4DVAR (Sugiura et al., 2008) and ensemble Kalman filter (Zhang et al., 2007), offer opportunities for fully
coupled initialization including assimilation of variables such as sea ice, snow cover and soil moisture.

Bias correction is used to reduce the effects of model drift, but the non-linearity in the climate system (e.g.,
Power, 1995) might limit the effectiveness of bias correction and thereby reduce the forecast quality.
Understanding and reducing both drift and systematic errors is important, as it is also for seasonal-to-
interannual climate prediction and for climate change projections. While improving models is the highest
priority, efforts to quantify the degree of interference between model bias and predictive signals should not
be overlooked.

11.4 Near Term Projections
11.4.1 Introduction

In the previous section (Section 11.3) a limited number of predictions (i.e., in which internal variability was
initialized) for the period 2016-2025 were presented. In this section we assess climate change projections
driven by scenarios of anthropogenic forcing in which the internal variability has not been initialized. Most
emphasis is given to the period 2016-2035, though some information on projected changes before and after
this period (up to mid-century) is assessed. Longer-term projections are assessed in Chapters 12 and 13. The
crucial questions assessed in this section are: what is the externally forced near-term signal, how large is it
compared to natural variability, does the signal emerge from natural variability during the near term, and
thus can adaptation/impact studies reliably use these projections? It is important to recognize that, from the
point of view of climate impacts, the absolute magnitude of climate change may be less important than the
magnitude relative to the local level of natural variability. Because many systems are naturally adapted to the
background level of variability, it is changes that move outside of this range that are most likely to trigger
impacts that are unprecedented in the recent past (e.g., Lobell and Burke, 2008, for crops). It follows that the
future date at which the climate change signal reaches sufficient magnitude to “emerge” clearly from the
noise of natural variability is an important issue for climate risk assessments, and for adaptation planning.

An important conclusion of the AR4 (Chapter 10, Section 10.3.1) was that near-term climate projections are
not very sensitive to plausible alternative non-mitigation scenarios for greenhouse gas concentrations
(specifically the SRES scenarios — see discussion of comparison with RCP scenarios in Chapter 1), i.e., in
the near term different scenarios give rise to similar magnitude and patterns of climate change. For this
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reason, most of the projections presented in this chapter are based on one specific RCP scenario, RCP4.5.
RCP4.5 was chosen because of its intermediate greenhouse gas forcing. However, the sensitivity of near
term projections across the RCPs and to alternative scenarios, including for anthropogenic methane and
aerosols, is discussed explicitly in Section 11.4.6.

In many of the plots presented below in Sections 11.4.2—11.4.5 an ad-hoc indication of uncertainty is
provided using the spread of projected changes evident amongst the CMIP5 models — a so-called “ensemble
of opportunity”.

11.4.2 Atmosphere and Land Surface
11.4.2.1 Surface Temperature

11.4.2.1.1 Global mean surface air temperature

For a given greenhouse gas concentration scenario, different climate models project different rates of global
mean surface air temperature change due to different representations of a wide range of processes, including
radiative transfer, clouds, and physical climate feedbacks (see Chapters 9, 10 and 12). In addition, the
climate forcing by aerosols and ozone cannot be specified as a global mean abundance, and hence climate
models use different physical-chemical models to calculate the anthropogenic radiative forcing from
emissions of short-lived species. 11.25 (a) shows projections for the CMIP5 models under RCP4.5. The
projected rate of warming over the period 2016 to 2035 is 0.16—0.44 K/decade [PLACEHOLDER FOR
SECOND ORDER DRAFT: To be updated]. However, this range provides only a very crude measure of the
uncertainty in future global mean temperature change. In particular, it takes no account of model quality
(Chapter 9), and there is no guarantee that the real world must lie within the range spanned by the CMIP5
models.

Quantifying the true uncertainty in future global mean temperature change is an important challenge. There
are two main approaches. One involves applying weights to individual models according to some measure of
their quality (See Chapter 9). A second approach, known as ASK (Allen et al, 2000; Stott and Kettleborough,
2002) is based on the use of results from detection and attribution studies (Chapter 10), in which the fit
between observations and model simulations of the past is used to scale projections of the future. ASK may
be viewed as a variant of the first approach, but it requires specific simulations to be carried out with
individual forcings (e.g., anthropogenic greenhouse gas forcing alone). Only some of the centres
participating in CMIP5 have carried out the necessary integrations. Biases in ASK derived projections may
arise from model errors in simulating the patterns of response to different forcings.

Figure 11.11 (b) shows the projected range of global mean surface air temperature change derived using the
ASK approach (Stott and Jones, 2011. [PLACEHOLDER FOR SECOND ORDER DRAFT: These results
are from one model only — further models to be included], and compares this with the range derived from the
CMIPS5 models. In this case decadal means are shown. The 5-95% confidence interval for the projected rate
of warming over period 2016 to 2035, based on the ASK method, is 0.14-0.25 K/decade. The lower and
upper rates of warming are below the minimum and maximum rates obtained from the raw CMIPS5 results,
but the =1 standard deviation range from CMIP5 falls within the 5-95% confidence interval derived from
ASK. However, the ASK results do suggest that those CMIP5 models that warm most rapidly may be
inconsistent with the observations. (This possibility is also suggested by comparing the models with the
observed rate of warming since 1986, but see Chapter 10 for a full discussion of this comparison.) Lastly,
Figure 11.11 also shows a statistical prediction for global mean surface air temperature, using the method of
Lean and Rind (2009). This prediction is very similar to the CMIP5 multi-model mean.

[PLACEHOLDER FOR SECOND ORDER DRAFT: discussion of sensitivity of CMIP5 range to excluding
or weighting models, as informed by Chapter 9; further discussion of statistical predictions, and discussion
of possible near-term effects of large amplitude internal variability (e.g., AMO).]

[PLACEHOLDER FOR SECOND ORDER DRAFT: discuss possibility that RCPs may assume overly rapid
decay of aerosols, and consequences for projected rate of warming. ]
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On the basis of the results shown in Figure 11.11, and assuming that radiative forcing does not depart
strongly from the assumed scenario (see Sections 11.4.6 and 11.4.7), we conclude that in the absence of
major volcanic eruptions, which would cause significant but temporary cooling, it is /ikely that, over the
period 2016 to 2035, global mean surface air temperature will rise at an average rate in the range 0.1-0.3
K/decade. This range includes allowances, based on expert judgment, for the potential influence of model
biases on the CMIP5 and ASK results. It is consistent with the AR4 SPM statement that “For the next few
decades a warming of about 0.2°C per decade is projected for a range of SRES emission scenarios”.

The ASK method is only useful for quantifying the uncertainty in large-scale and well observed variables
such as global mean surface air temperature. Consequently, for the remaining projections in this chapter the
spread amongst the CMIP5 models is used as a simple, but crude, measure of uncertainty. The extent of
agreement between the CMIPS5 projections provides some rough guidance about the likelihood of a particular
outcome. But it must be kept firmly in mind that the real world could fall outside of the range spanned by
these particular models. See Sections 11.4.6 and 11.4.7 for further discussion.

[INSERT FIGURE 11.11 HERE]

Figure 11.11: a) Projections of global mean, annual mean surface air temperature 19862050 (anomalies relative to
1986-2005) under RCP4.5 from CMIP5 models (grey lines, one ensemble member per model), with five observational
estimates (HadCRUT3 — Brohan et al., 2006; ERA-Interim - Simmons et al., 2010; GISTEMP - Hansen et al., 2010;
NOAA — Smith et al., 2008; 20th century reanalysis — Compo et al., 2011) for the period 1986-2010 (black lines); b) as
a) but showing the range (grey shades, with the multi-model mean in white) of decadal mean CMIP5 projections using
(where relevant) the ensemble mean from each model, and decadal mean observational estimates (black lines). An
estimate of the projected 5—95% range for decadal mean global mean surface air temperature for the period 2016-2040
derived using the ASK methodology applied to simulations with the HadGEM2ES climate model is also shown (dashed
black lines). The red line shows a statistical prediction based on the method of Lean and Rind (2009).

11.4.2.1.2 Regional and seasonal patterns of surface warming

The geographical pattern of near term surface warming simulated by the CMIP5 models (Figure 11.12) is
consistent with previous IPCC reports and observational trends in a number of key aspects. First,
temperatures over land increase more rapidly than over sea (e.g., Manabe et al., 1991; Sutton et al., 2007).
Processes that contribute to this land-sea warming contrast are the ocean heat uptake (Lambert and Chiang,
2007), the partitioning of the surface energy budget over arid regions (e.g., Vidale et al., 2007), the
nonlinearity of the moist-adiabatic lapse rate in a warming environment and its disproportionate influence
over the ocean (Joshi et al., 2008), as well as radiative and cloud feedbacks associated with a reduction of
relative humidity over land (Shimpo and Kanamitsu, 2009; Fasullo, 2010).

Second, the projected warming in wintertime shows a polar amplification that is particularly large over the
Arctic. This feature is found in virtually all coupled model projections, but the CMIP3 simulations generally
appeared to underestimate this effect in comparison to observations (Stroeve et al., 2007; Screen and
Simmonds, 2010). Several studies have isolated mechanisms behind this amplification, which include:
reductions in snow cover and retreat of sea ice (e.g., Serreze et al., 2007; Comiso et al., 2008); changes in
atmospheric and oceanic circulations (Simmonds and Keay, 2009; Chylek et al., 2009; Chylek et al., 2010);
and increases in cloud cover and water vapour (Francis et al., 2007; Schweiger et al., 2008). Most studies
argue that changes in sea ice are central to the polar amplification - see Section 11.4.5 for further discussion.
Further information about the regional changes in surface air temperature projected by the CMIP5 models is
presented in the Atlas (Annex I).

[PLACEHOLDER FOR SECOND ORDER DRAFT: could include a table showing CMIP5 temperature
ranges for 20162035, together with a measure of natural internal variability, for specific (continental scale)
regions. A similar table will be in Chapter 12. ]

[INSERT FIGURE 11.12 HERE]

Figure 11.12: CMIP5 multi-model ensemble median of projected changes in surface air temperature for the period
2016-2035 relative to 1986—2005 under RCP4.5 relative to the 20862005 period (left panels). The right panels show
an estimate of the natural internal variability in the quantity plotted in the left panels (see Annex I Atlas for details of
method). Hatching in left panels indicates areas where projected changes are less than one standard deviation of
estimated natural variability of these 20-year differences.
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As discussed in Sections 11.1, 11.2 and 11.4.1, the signal of climate change is emerging against the
background of natural internal variability. The natural internal variability of surface air temperature is greater
in some regions than others (see Chapters 9 and 10, and Figure 11.12). For example, it is greater at mid
latitudes than in the tropics. This regional variation has implications for the emergence of the climate change
signal. Information on the time at which a significant warming signal is expected to emerge in different
regions was presented in tabular form in the AR4 (Chapter 11, Table 11.1). Consistent with the AR4,
Mahlstein et al. (2011) recently showed using CMIP3 simulations that the earliest emergence of significant
warming occurs in the summer season in low latitude countries (~25°S—25°N), and that in many low latitude
regions significant local warming, relative to pre-industrial climate, has already occurred. Figure 11.13
quantifies the “Time of Emergence” (ToE) of the warming signal relative to the recent past (1986—2005),
based on the CMIP3 [PLACEHOLDER FOR SECOND ORDER DRAFT: to be updated with CMIP5
results] projections. Over many tropical land areas the median time for a significant warming signal to
emerge occurs by the 2030s, whereas over higher latitudes the median time is generally after 2040. Over
North Africa and Asia emergence occurs sooner for the warm half-year (April-September) than for the cool
half-year, consistent with Mahlstein et al (2011). ToE generally occurs sooner for larger space and time
scales, because the variance of natural internal variability decreases with averaging (Section 11.2.3 and AR4,
Chapter 10, Section 10.5.4.3). This tendency can be seen in Figure 11.13 by comparing the median value of
the histograms for area averages with the area average of the median ToE inferred from the maps (e.g., for
Region 3). The histograms also illustrate the large range of values for ToE that is implied by different
CMIP3 models. This large range, which can be as much as 50 years, is a consequence of differences both in
the magnitude of the warming signal simulated by the models (i.e., response uncertainty, see Section 11.2.3)
and differences in the amplitude of simulated internal natural variability.

In summary, it is very likely that anthropogenic warming of surface air temperature over the next few
decades will proceed more rapidly over land areas than over oceans, and that the warming over the Arctic in
winter will be greater than the global mean warming. Relative to background levels of natural internal
variability it is /ikely that the anthropogenic warming relative to the recent past will become apparent soonest
in the summer season in low latitude countries.

[INSERT FIGURE 11.13 HERE]

Figure 11.13: Time of emergence of significant local warming derived from CMIP3 models under the SRES A1B
scenario. Warming is quantified as the half-year mean temperature anomaly relative to 1986-2005, and the noise as the
standard deviation of half-year mean temperature derived from a control simulation of the relevant model. Central
panels show the median time at which the signal-to-noise ratio exceeds a threshold value of 2 for (left) the October-
March half year and (right) the April-September half year, using a spatial resolution of 5° x 5°. Histograms show the
distribution of emergence times for area averages over the regions indicated obtained from the different CMIP3 models.
Full details of the methodology may be found in Hawkins and Sutton (2011).

11.4.2.2 Free Atmospheric Temperature and Humidity

Changes in zonal mean temperature for the near-term period (2016-2035 compared to the base period 1986—
2005) for the multi-model CMIPS5 ensemble in Figure 11.14 shows a pattern similar to that in the [IPCC AR4,
with warming in the troposphere and cooling in the stratosphere of a couple of degrees that is significant
even in the NT period. There is relatively greater warming in the tropical upper troposphere and northern
high latitudes in both DJF and JJA as well as in the annual mean. Stratospheric cooling extends nearly into
the upper troposphere in the high southern latitudes in JJA, but that is not evident in DJF or the annual mean.

For surface relative humidity in Figure 11.15, the CMIP5 multi-model ensemble shows changes on the order
of several percent, with general decreases over most land areas, and increases over the oceans. Most of these
changes are not significant for the near term, though this general pattern grows in amplitude with time and is
projected to become more significant later in the 21st century (Chapter 12). Some of the greatest regional
decreases occur over south Asia and southern South America in DJF, and over most of Europe, the U.S.,
northern South America, and southern Africa in JJA.

[INSERT FIGURE 11.14 HERE]
Figure 11.14: Zonal mean temperature differences, 2016—-2035 minus 19862005, for the CMIP5 multi-model
ensemble (°C), for a) DJF, b) JJA, and C) annual mean.
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[INSERT FIGURE 11.15 HERE]
Figure 11.15: Surface atmospheric humidity differences, 2016—-2035 minus 19862005, for the CMIP5 multi-model
ensemble (%), for a) DJF, b) JJA, and C) annual mean.

11.4.2.3 The Water Cycle

As discussed in the AR4 (Meehl et al., 2007) and the IPCC Technical Paper on Climate Change and Water
(Bates et al., 2008) a general intensification of the global hydrological cycle, and of precipitation extremes,
are expected for a future warmer climate (e.g., Huntington, 2006; Williams et al., 2007; Wild et al., 2008;
Chou et al., 2009; Déry et al., 2009; Seager et al., 2010; Wu et al., 2010). In this section we discuss projected
changes in the time-mean hydrological cycle; changes in extremes, are discussed in Section 11.4.2.5

There are very close links between the global water and energy cycles. A rapid increase in atmospheric water
vapour content (~ 7%K ') is an expected and observed response to warming, as a consequence of the
Clausius—Clapeyron equation (Allen and Ingram, 2002; Trenberth et al., 2003). However, global mean
precipitation and evaporation are projected to increase more slowly (1-3% K '), constrained by the
atmospheric and surface energy budgets (Held and Soden 2006; Vecchi and Soden 2007; Lambert and
Webb, 2007; Pall et al., 2007, O’Gorman and Schneider, 2008; Stephens and Ellis, 2008; Allan 2009; Wild
and Leipert, 2010). There is evidence that shortwave forcings with little atmospheric radiative absorption
including scattering anthropogenic aerosols, and natural solar variability, can be more effective than thermal
greenhouse gas forcings in modifying the intensity of the global hydrological cycle (Lambert et al., 2008;
Andrews et al., 2010; Bala et al., 2010; Previdi, 2010; Wild and Leipert, 2010; Frieler et al., 2011;
O’Gorman et al., 2011). Further discussion of the global mean hydrological cycle is provided in Chapter 12
(Section 12.4.5.2).

AR4 projections of the spatial patterns of precipitation change in response to greenhouse gas forcing showed
consistency between models on the largest scales, but large uncertainty on smaller scales. The consistent
pattern was characterized by increases in wet regions (including the maxima in mean precipitation found in
the tropics and at high latitudes), and decreases in dry regions (including large parts of the subtropics). Large
uncertainties in the sign and magnitude of projected change were seen especially in regions located on the
borders between regions of increases and regions of decreases.

Since the AR4 there has been considerable progress in understanding the factors that govern the spatial
pattern of change in precipitation (P) and precipitation-evaporation (P-E), and inter-model differences in
these patterns. The general pattern of wet-get-wetter (also referred to as “rich-get-richer”, e.g., Held and
Soden, 2006; Chou et al., 2009; Allan et al., 2010) and dry-get-drier has been confirmed, and it has been
demonstrated that this pattern implies an enhanced seasonal precipitation range between wet and dry seasons
in the tropics, and enhanced inter-hemispheric precipitation gradients (Chou et al., 2007). The basic structure
of this pattern is a direct consequence of the increases in atmospheric water vapour, and enhancement of
horizontal moisture transports (Held and Soden, 2006; Chou et al., 2009; Seager et al., 2010). However, this
basic thermodynamic response is modified by dynamical changes in atmospheric circulation, some of which
are less well understood and less consistent between different models (Chou et al., 2009; Seager et al., 2010;
Williams and Ringer, 2010; Allan, 2012). The dynamical changes can increase or decrease P and P-E
anomalies (Vecchi and Soden, 2007; Chou et al., 2009; Seager et al., 2010).

Some aspects of tropical circulation changes in response to GHGs, in particular a projected weakening of the
tropical divergent circulation (Held and Soden, 2006; Vecchi and Soden, 2007) and an expansion of the
Hadley Circulation (see Section 11.4.2.4.3, Lu et al., 2007) have important consequences for regional
changes in the water cycle. For example, Lu et al. (2007) argue that poleward expansion of the Hadley
Circulation leads to poleward expansion of the subtropical dry zone (defined in terms of zonal mean P-E; see
also Seager et al., 2010). However, these circulations can be strongly impacted by radiative forcing agents
other than GHGs (see Section 11.4.2.4), and even the GHG-driven changes in tropical circulation can be
masked on multi-decadal time-scales by substantial internal climate variability (see Section 11.4.2.4).

It has recently been proposed that analysis of the energy budget, previously applied only to the global mean,
may provide further insights into the controls on regional changes in P (Levermann et al., 2009; Muller and
O’Gorman, 2011; O’Gorman et al., 2011). Muller and O’Gorman (2011) argue in particular that changes in
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radiative and surface sensible heat fluxes provide a guide to the local P response over land. Projected and
observed patterns of oceanic precipitation change in the tropics tend to follow patterns of SST change
because of local changes in atmospheric stability, such that regions warming more than the tropics as a
whole tend to exhibit an increase in local precipitation, while regions warming less tend to exhibit reduced
precipitation (Xie et al., 2010; Johnson and Xie, 2011).

A further result of the AR4 was that, especially in the near term, and on regional or smaller scales, the
magnitude of projected changes in mean precipitation was small compared to the magnitude of natural
internal variability - the signal-to-noise ratio is much lower than for projected changes in surface air
temperature. Recent work has confirmed this result, and provided more quantification (e.g., Hawkins and
Sutton, 2011; Deser et al., 2010; Hoerling et al., 2011; Power et al., 2011; Rowell, 2011). Hawkins and
Sutton (2011) presented further analysis of CMIP3 results and found that internal variability contributes 50—
90% of the total uncertainty in all regions for projections of decadal and seasonal mean precipitation change
for the next decade, and is the most important source of uncertainty for many regions for lead times up to
three decades ahead. Thereafter, response uncertainty is generally dominant. Forcing uncertainty (except for
that relating to aerosols, see Section 11.4.7) is generally negligible for near term projections. The signal-to-
noise ratio for seasonal mean precipitation is highest in the subtropics and at high-latitudes. Power et al
(2011) and Tebaldi et al. (2011) demonstrated that some of the apparent differences between the CMIP3
models in their simulation of the sign of the precipitation response to greenhouse gas forcing occur in
regions where the models tend to agree that the signal-to-noise ratio is low. These studies highlight that
agreement on precipitation changes amongst models is more widespread than might have previously been
interpreted from the AR4.

Rowell (2011) investigated relationships between model formulation and response uncertainty. He found that
the contribution of response uncertainty to the total uncertainty (response plus internal variability) in local
precipitation change is highest in the deep tropics, particularly over South America, Africa, the east and
central Pacific, and the Atlantic. He also showed that over tropical land and summer mid-latitude continents
the representation of SST changes, atmospheric processes, land surface processes, and the terrestrial carbon
cycle all contribute to the uncertainty in projected changes in rainfall.

In addition to the response to greenhouse gas forcing, the forcing that arises from natural and anthropogenic
aerosols has the potential to exert significant impacts on regional patterns of precipitation change (as well as
on global mean precipitation, see above). Precipitation responses may arise as a consequence of temperature
changes caused by aerosol effects on radiation and atmospheric heating, and/or as a direct consequence of
aerosol effects on clouds (Chapter 7). Future emissions of aerosols and aerosol precursors are subject to large
uncertainty, and further large uncertainties arise in assessing the responses to these emissions. These issues
are discussed in Sections 11.4.4 and 11.4.7 (see also Chapter 14).

Figures 11.16 and 11.17 present projections of near term changes in precipitation from CMIP5. The basic
pattern of wet regions tending to get wetter and dry regions tending to get dryer is apparent. However, the
large response uncertainty is evident in the substantial spread in the magnitude of projected change simulated
by different climate models (Figure 11.29). In addition, it is important to recognize - as discussed in previous
sections - that models may agree and still be in error (e.g., Power et al., 2011). In particular, there is some
evidence from comparing observations with simulations of the recent past that climate models might be
underestimating the magnitude of changes in precipitation. This evidence is discussed in detail in Chapter 10
(Section 10.3.2), and could imply that projected future changes in precipitation are underestimated by current
models; however, the magnitude of any underestimation has yet to be quantified, and is subject to
considerable uncertainty.

Figures 11.16 and 11.17 also highlight the large amplitude of the natural internal variability of mean
precipitation. Even for zonal means (Figure 11.29), the projected changes are substantially larger than the
estimated standard deviation of internal variability only at high latitudes. On regional scales, the median
projected changes are almost everywhere less than the estimated standard deviation of natural internal
variability. The only exceptions are at northern high latitudes.

Overall, it is more likely than not that over the next few decades there will be increases in mean precipitation
in regions and seasons where the mean precipitation is relatively high, and decreases in regions and seasons
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where mean precipitation is relatively low. However, it is likely that these changes will only be significant,
relative to natural internal variability, on the largest spatial scales (e.g., zonal means), and changes in specific
smaller regions may show departures from the large-scale pattern. Anthropogenic aerosols could have
important complicating or dominant effects in some regions.

[INSERT FIGURE 11.16 HERE]

Figure 11.16: CMIP5 multi-model ensemble median of projected changes in precipitation for the period 2016-2035
relative to 1986-2005 under RCP4.5 in mm/day (upper panels). The lower panels show an estimate of the natural
internal variability in the quantity plotted in the upper panels (see Annex I Atlas for details of method). Hatching in
upper panels indicates projected changes are everywhere less than 2 times standard deviation of estimated natural
variability.

[INSERT FIGURE 11.17 HERE]

Figure 11.17: CMIP5 multi-model projections of changes in annual mean zonal mean precipitation (mm/day) for the
period 2016-2035 relative to 1986—2005 under RCP4.5. Vertical lines indicate median, inter-quartile and 5-95% ranges
of the model responses. Shading indicates 1 standard deviation of the estimated natural internal variability (see Annex I
Atlas for details of method).

11.4.2.3.1 Changes in evaporation, run-off, soil moisture, and specific humidity

As discussed in the AR4 (Meehl et al., 2007; Trenberth et al., 2007) and the IPCC Technical Paper on
Climate Change and Water (Bates et al., 2008), global mean increases in evaporation are required to balance
increases in precipitation in response to greenhouse gas forcing. Based upon bulk formula used in models,
global evaporation is constrained by the Clausius Clapeyron equation to increase at around 7%/K. However,
a more “muted” response, consistent with increases in global P, is achieved in CMIP3 models through small
yet systematic decreases in wind stress and near surface temperature lapse rate and increases in relative
humidity (Richter and Xie, 2008). Changes in evapotranspiration over land are influenced not only by the
response to radiative forcing due to greenhouse gases, but also by vegetation responses to elevated CO,
concentrations. Physiological effects of CO2 may involve both the stomatal response, which acts to restrict
evapotranspiration (e.g., Field et al., 1995; Hungate et al., 2002; Cao et al., 2009, 2010; Lammertsma et al.,
2011), and an increase in plant growth and leaf area, which acts to increase evapotranspiration (e.g., E1 Nadi,
1974). Simulation of the latter process requires the inclusion of a dynamic vegetation model. Evidence of the
physiological response has been found in observed continental river runoff over the twentieth century, with
positive trends that are consistent with a reduction of plant transpiration due to CO2-induced stomatal
closure (Gedney et al., 2006).

[PLACEHOLDER FOR SECOND ORDER DRAFT: discuss impact of aerosol forcing on evaporation]

Soil moisture plays an important role in climate and the hydrological cycle, and directly influences
evapotranspiration. In response to greenhouse gas forcing dry land areas tend show a reduction of
evaporation and precipitation, accompanied by drying of the soil and an increase of surface temperature, as a
result of the decrease in latent heat flux from the surface (e.g., Seneviratne et al., 2010). AR4 projections
(Meehl et al., 2007) of annual mean soil moisture changes for the 21st century showed a tendency for
decreases in the subtropics, southern South America and the Mediterranean region, and increases in limited
areas of east Africa and central Asia. Changes seen in other regions were mostly not consistent or significant.

Changes in runoff arise from changes in precipitation and evapotranspiration. AR4 projections of 21st
century runoff changes (Meehl et al., 2007) showed consistency in sign among models indicating a reduction
in southern Europe and increases in Southeast Asia and at high northern latitudes. Projected changes in
global mean runoff associated with the physiological effect of doubled carbon dioxide concentrations show
increases of 6%—8% relative to pre-industrial levels, an increase that is comparable to or even larger than that
simulated in response to radiative forcing changes (11 + 6%) (Betts et al., 2007; Cao et al., 2010). Gosling et
al. (2011) assess the projected impacts of climate change on river runoff from global and basin-scale
hydrological models obtaining increase runoff with global warming in the Liard (Canada), Rio Grande
(Brazil) and Xiangxi (China) basins and decrease for the Okavango (SW Africa).

The global distribution of the 2016-2035 changes in annual median evaporation, surface run-off, soil
moisture and specific humidity from the CMIP5 multi-model ensemble under RCP4.5 are shown in Figure
11.18, together with estimates of the natural internal variability in these quantities. [NB: These are
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preliminary results based on a small number of models.] Changes in evaporation over land are mostly
positive, except in north-western Africa, with largest values at northern high latitudes in agreement with
projected temperature increases (Figure 11.18). Over the oceans evaporation is also projected to increase in
most regions. Projected changes are larger than the estimated standard deviation of internal variability only
at high latitudes and over the tropical oceans. Soil moisture shows decreases in most subtropical regions and
in central Europe, and increases in the Maritime continent and other regions of northern mid-to-high
latitudes, but in all regions the projected changes are smaller than the estimated natural internal variability.

Changes in near surface specific humidity are mostly positive with largest values at northern high latitudes in
agreement with projected increases in temperature and evaporation. These changes are larger than the
estimated standard deviation of internal variability almost everywhere: the only exceptions are north-western
Africa and northern North Atlantic. Projections of runoff are currently based on only a few models, which
show a high level of inconsistency, so this figure should be considered a placeholder at this stage.

Over the next few decades increases in near surface specific humidity are /ikely, and increases in evaporation
are more likely than not in most regions. There is low confidence in projected changes in soil moisture and
surface run off. Natural internal variability will continue to have a major influence on all aspects of the water
cycle.

[INSERT FIGURE 11.18 HERE]
Figure 11.18: CMIP5 multi-model mean projected changes in annual mean runoff (%), evaporation (%), soil moisture
(%) [and specific humidity (%)] for the period 2016-2035 relative to 1986—2005 under RCP4.5.

11.4.2.4 Atmospheric Circulation

11.4.2.4.1 Northern Hemisphere extra-tropical circulation

In the Northern Hemisphere extra-tropics, some AOGCMs indicate changes to atmospheric circulation from
anthropogenic forcing by the mid-21st century resembling the projected response at the end of the 21st
century. This includes a poleward shift of the jet streams and associated zonal mean storm tracks (Miller et
al., 2006; Pinto et al., 2007; Paeth and Pollinger, 2010) and a strengthening of the Atlantic storm track (Pinto
et al., 2007), Figure 11.19. However, there is considerable response uncertainty across AOGCMs for
northern hemisphere storm track position (Ulbrich et al., 2008), stationary waves (Brandefelt and Kornich,
2008) and the jet streams (Miller et al., 2006; Ihara and Kushnir, 2009; Woollings and Blackburn, 2011). The
response of the Northern Hemisphere jet streams and stationary waves can be sensitive even to small
changes in model formulation (Sigmond et al., 2007), and to features that are known to be poorly simulated
in many climate models, such as oceanic and stratospheric dynamics and high- and low-latitude physics
(Rind, 2008; Woollings, 2010). Several stratosphere-resolving models exhibit an equatorward shift of the
storm track and jet stream in response to greenhouse forcing (Huebener et al., 2007; Morgenstern et al.,
2010).

Further, the response of NH extra-tropical circulation to even strong greenhouse forcing can be weak
compared to recent multi-decadal changes (Miller et al., 2006; Woollings and Blackburn, 2011), with some
AOGCMs simulating multi-decadal NAO variability as large as recently observed changes with no external
forcing (Selten et al., 2004; Semenov et al., 2008). This suggests that natural variability could dominate the
anthropogenically forced response in the near-term. Some studies have predicted a shift to the negative phase
of the Atlantic Multidecadal Oscillation (AMO) over coming few decades, with potential impacts on
atmospheric circulation around the Atlantic sector (Knight et al., 2005; Sutton and Hodson, 2005; Folland et
al., 2009). It has also been suggested that there may be significant changes in solar forcing over the next few
decades, which could have an important influence on NAO-related atmospheric circulation (Lockwood et al.
2011), although these predictions are highly uncertain (see Section 11.4.7).

The large response uncertainty and the potentially large influence of internal variability mean there is limited
confidence in near-term projections of Northern Hemisphere circulation change.

11.4.2.4.2 Southern Hemisphere extra-tropical circulation
A key issue for in projections of near-term Southern Hemisphere (SH) extra-tropical circulation change is
the extent to which changes driven by stratospheric ozone recovery will counteract changes driven by
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increasing greenhouse gases. Over the late-20th century and early 21st century, the impacts of stratospheric
ozone depletion and increasing greenhouse gases have reinforced each other to contribute to a poleward
expansion of SH tropospheric circulation (a positive Southern Annular Mode, or SAM; Gillet and Thompson,
2003; Shindell and Schmidt, 2004; Roscoe and Haigh, 2007; Fogt et al., 2009; Arblaster and Meehl, 2006).
Recovery of the Antarctic ozone hole will impact the SH circulation in the austral summer, but there is
expected to be competition between the ozone recovery producing an equatorward shift of the circumpolar
trough around Antarctica, and ongoing increases of GHGs maintaining the southward-shifted circumpolar
trough (Arblaster et al., 2011; McLandress et al., 2011). Even though a full recovery of the ozone hole is not
expected until 2070 (Table 5.4, WMO, Rep. No. 52, 2010; see Chapter 12), it is likely that over the near-
term there will be a reduced rate in the summertime poleward shift of the circumpolar trough compared to its
movement over the past 30 years as indicated by AOGCMs and stratosphere-resolving models that suggest
some near-term poleward shifts in SH extra-tropical storm tracks and winds (Figure 11.19).

11.4.2.4.3 Tropical circulation

As with near-term changes in SH extra-tropical circulation, a key for near-term projections of the structure of
the Hadley Circulation (Figure 11.20) is the extent to which future stratospheric ozone recovery will
counteract the impact of greenhouse gases. The poleward expansion of the Hadley Circulation, particularly
of the SH branch during austral summer, during the later decades of the 20th century has been largely
attributed to the combined impact of stratospheric ozone depletion (Thompson and Solomon, 2002; Son et
al., 2008, 2009, 2010) and the concurrent increase in GHGs (Ablaster and Meehl, 2006; Arblaster et al.,
2011) as discussed in the previous section. The poleward expansion of the Hadley Circulation driven by the
response of the atmosphere to increasing GHGs (Chen and Held, 2007; Lorenz and DeWeaver, 2007, Lu et
al., 2007; Frierson et al., 2007; Chen et al., 2008; Korty and Schneider, 2008; Lu et al., 2008; Son et al.,
2010; Butler et al., 2011; Kang and Polvani, 2011) would be counteracted in both hemispheres by reduced
stratospheric ozone depletion (Son et al., 2010) but depends on the rate of ozone recovery (see WMO, 2010).
The poleward extent of the Hadley Circulation and associated dry zones can exhibit substantial internal
variability (e.g., Lu et al., 2007), which can be as large as its near-term projected changes (Figure 11.20).
There is also considerable uncertainty in the amplitude of the poleward shift of the Hadley Circulation in
response to GHGs across multiple AOGCMs (Lu et al., 2007, Figure 11.20). Because of the counteracting
impacts of future changes in stratospheric ozone and greenhouse gas concentrations and strong internal
variability, it is unlikely that it will continue to expand poleward in either the northern and southern
hemisphere as rapidly as it did in recent decades.

Global climate models and theoretical considerations suggest that a warming of the tropics should lead to a
reduction of atmospheric circulation in general, primarily by weakening the tropical divergent circulation —
largely in the zonally-asymmetric or Walker circulation (Knutson and Manabe, 1995; Held and Soden, 2006;
Vecchi and Soden, 2007; Gastineau et al., 2009). Aerosol forcing can modify both Hadley and Walker
circulations, which — depending on the details of the aerosol forcing - may lead to temporary reversals or
enhancements in any GHG-driven weakening of the Walker circulation (Bollasina et al., 2011, Science;
Sohn and Park, 2010; Merrifield, 2011; Zhan and Allan, 2011). Meanwhile, the strength and structure of the
Walker circulation are impacted by internal climate variations, such as the El Nifio/Southern Oscillation
(e.g., Battisti and Sarachik, 1995), the PDO (e.g., Zhang et al., 1996) and the IPO (Power et al., 1999, 2006;
Meehl and Hu, 2006; Meehl and Arblaster, 2011; Power and Kociuba, 2011a). Even on timescales of thirty
to one hundred years, substantial variations in the strength of the Pacific Walker circulation in the absence of
changes in radiative forcing are possible (Vecchi et al., 2006; Power et al., 2006). Estimated near-term
weakening of the Walker circulation from CMIP3 models under the A1B scenario (Vecchi and Soden, 2007;
Power and Kociuba, 2011b) are very likely to be smaller than the impact of internal climate variations over
fifty-year timescales (Vecchi et al., 2006). There is also considerable response uncertainty in the amplitude
of the weakening of Walker Circulation in response to GHG increase across multiple AOGCMs (Vecchi and
Soden, 2007; DiNezio et al., 2009; Power and Kociuba, 2011ab, Figure 11.20). It is very likely that there will
be decades in which the Walker circulation strengthens and weakens due to internal variability through the
mid-century as the externally forced change is small compared to internally generated decadal variability
(Figure 11.21).

[INSERT FIGURE 11.19 HERE]
Figure 11.19: [PLACEHOLDER FOR SECOND ORDER DRAFT: to make final; Projected changes in annual-
averaged zonal (west-to-east) wind at 850hPa based on the average of 23 AOGCMs from the CMIP3 (Meehl et al.,
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2007) multi-model ensemble, under 21st Century Emissions Scenario SRESA 1B. Gray shading indicates where the
multi-model average AOGCM anomalies are smaller than two standard deviations of the multi-AOGCM estimate of
internal variability from the control climate integrations. Values referenced to the 1986-2005 climatology.]

[INSERT FIGURE 11.20 HERE]

Figure 11.20: Projected changes in the annual-averaged poleward edge of the Hadley Circulation (horizontal axis) and
sub-tropical dry zones (vertical axis) based on 19 AOGCMs from the CMIP3 (Meehl et al., 2007) multi-model
ensemble, under 21st Century Emissions Scenario SRESA1B. Orange symbols show the change in the northern edge of
the Hadley Circulation/dry zones, while blue symbols show the change in the southern edge of the Hadley
Circulation/dry zones. Open circles indicate the multi-model average, while horizontal and vertical colored lines
indicate the +1-standard deviation range for internal climate variability estimated from each model. Values referenced
to the 19862005 climatology. Figure based on the methodology of Lu et al., 2007.

[INSERT FIGURE 11.21 HERE]

Figure 11.21: Projected changes in the strength of the Pacific Walker Circulation, as estimated using the east-west sea
level pressure gradient across the equatorial Pacific (Vecchi and Soden, 2007), based on 24 AOGCMs from the CMIP3
(Meehl et al., 2007) multi-model ensemble, under 21st Century Emissions Scenario SRESA1B. Thin gray lines indicate
the five-year running average for each model, red line indicates the multi-model five-year running average. Blue
horizontal lines indicate the 2016-2035 values for each model, with the orange line indicating the multi-model averaged
projection for 2016-2035. Values referenced to the 1986-2005 climatology.

11.4.2.5 Atmospheric Extremes

Extreme events in a changing climate and their impacts upon the natural physical environment are the
subject of Chapter 3 (Seneviratne et al., 2012) of the IPCC Special Report on Managing the Risks of
Extreme Events and Disasters to Advance Climate Change Adaptation (SREX). This comprehensive chapter
provides an assessment of more than 1000 studies and forms the basis of much of the AR5 assessment on
extremes.

The overwhelming majority of past studies on extremes in a changing climate have addressed long-term
projections (i.e., 50 to 100 years into the future), while the focus of the current section is on near-term
projections. When addressing near-term changes in extremes, natural variability plays an important role in
determining the uncertainties (see Section 11.2.3). In addition, the uncertainty strongly depends upon the
type of extremes considered, and is larger for small-scale extremes (such as heavy precipitation events) than
for large-scale extremes (such as temperature extremes).

11.4.2.5.1 Temperature extremes

In the AR4 (Meehl et al., 2007b), cold episodes were projected to decrease significantly in a future warmer
climate and it was considered very likely that heat waves would be more intense, more frequent and last
longer towards the end of the 21st century. These conclusions have generally been confirmed in subsequent
studies addressing both global scales (e.g., Orlowsky and Seneviratne, 2011) and regional scales (e.g.,
Gutowski et al., 2008; Meehl et al., 2009¢c; Alexander and Arblaster, 2009; Marengo et al., 2009a; Fischer
and Schir, 2009; Fischer and Schér, 2011). In the SREX assessment it is concluded that increases in the
number of warm days and nights and decreases in the number of cold days and nights are virtually certain on
the global scale.

None of the aforementioned studies specifically addressed the near-term. Detailed analysis of the CMIP5
global projections however suggest that changes in temperature extremes are to be expected already for the
near term. The CMIP5 model ensemble exhibits a general significant decrease in the frequency of cold
nights, an increase in the frequency of warm days and nights, and an increase in the duration of warm spells
(Sillman and Kharin, 2011). These changes particularly evident in global mean projections (see Figure
11.22). The figure shows that — as discussed in the introduction to the current chapter — these changes are
remarkably insensitive to the emission scenario considered.

[INSERT FIGURE 11.22 HERE]

Figure 11.22: Global mean projections for the occurrence of warm and wet days from CMIP5 for the RCP2.6, RCP4.5
and RCP8.5 scenarios relative to 1986-2005. Panel (a) shows percentage of warm days (tx90p: Tmax exceeds the 90th
percentile), panel (b) shows relative change of very wet days (pr95p: annual total precipitation when daily precipitation
exceeds 95th percentile).
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Near-term results from the ENSEMBLES projections for Europe are shown in Figure 11.23, displaying near-
term changes in mean and extreme temperature (left-hand panels) and precipitation (right-hand panels)
relative to the control period 1986-2005. In terms of JJA temperatures (Figure 11.4.2.1b a-b), projections
show a warming of 0.6—1.5°C, with highest changes in the Mediterranean. The north-south gradient in the
projections is consistent with the AR4. Daytime extreme temperatures (Figure 11.22b) are projected to warm
substantially faster than mean temperatures (compare panels (a) and (b)). This difference between changes in
mean and extremes can be explained by increases in interannual and/or synoptic variability, or increases in
diurnal temperature range (Gregory and Mitchell, 1995; Schir et al., 2004; Fischer and Schir, 2010). In
contrast, daytime winter temperatures are projected to warm slower than mean temperatures (compare panels
(c) and (d)), which is indicative of reductions in variability. Such variability reductions might be linked to
changes in storm track activity and/or changes in snow cover [reference].

[INSERT FIGURE 11.23 HERE]

Figure 11.23: European-scale projections from the ENSEMBLES regional climate modelling project for 2016—2035
relative to 19862005, with top and bottom panels applicable to JJA and DJF, respectively. For temperature, projected
changes (°C) are displayed in terms of ensemble mean changes of (a,c) mean seasonal surface temperature, and (b,d)
the 90th percentile of daily maximum temperatures. For precipitation, projected changes (%) are displayed in terms of
ensemble mean changes of (e,g) mean seasonal precipitation and (f,h) the 95th percentile of daily precipitation. The
stippling in (e-h) highlights regions where 80% of the models agree in the sign of the change (for temperature all
models agree on the sign of the change). The analysis includes the following 10 RCM-GCM simulation chains for the
SRES A1B scenario (naming includes RCM group and GCM simulation): HadRM3Q0-HadCM3QO0, ETHZ-
HadCM3Q0, HadRM3Q3-HadCM3Q3, SMHI-HadCM3Q3, HadRM3Q16-HadCM3Q16, SMHI-BCM, DMI-ARPEGE,
KNMI-ECHAMS, MPI-ECHAMS, DMI-ECHAMS (Figure courtesy of Jan Rajczak, ETH Ziirich).

11.4.2.5.2 Heavy precipitation events

The AR4 concluded that heavy precipitation events were very likely to increase over most areas of the globe
in the 21st century (IPCC, 2007a). This tendency was found in many regions including some regions in
which the total precipitation was projected to decrease. The SREX concluded that changes in heavy
precipitation events were most likely in high latitudes and stronger in DJF than JJA, but were subject to
considerable uncertainties related to climate model uncertainties, statistical downscaling and natural
variability. In SREX, heavy precipitation was projected to also increase in some (but not all) regions with
projected decreases of total precipitation (medium confidence). For precipitation extremes, results depend
more strongly upon the region under consideration than with temperature extremes.

For the near term, CMIP5 global projections confirm a clear tendency for increases in heavy precipitation
events in the global mean (Figure 11.22b), but there are significant variations across regions (Sillman and
Kharin, 2011). Past observations have also shown that interannual and decadal variations in mean and heavy
precipitation are large, and are in addition strongly affected by natural variations (e.g., El Nifio), volcanic
forcing, and anthropogenic aerosol loads (see Section 2.3.1.2). In general models have difficulties to
represent these variations, particularly in the tropics (see Section 9.4.4.2).

Simulations with regional climate models demonstrate that the response in terms of heavy precipitation
events to anthropogenic climate change may become evident in some but not all regions in the near-term. For
instance, ENSEMBLES projections for Europe (see Figure 11.23e-h) confirm the previous IPCC results that
changes in mean precipitation as well as heavy precipitation events are characterized by a pronounced north-
south gradient in the extratropics, with precipitation increases (decreases) in the higher latitudes (subtropics).
However, these projected changes are statistically significant only in a fraction of the domain. The results
appear to be affected by (i) changes in water vapour content as induced by large-scale warming, and (ii) the
large-scale circulation changes. Figure 11.23e-h also shows that projections for changes in extremes and
means are qualitatively very similar in the near term. This indicates that changes in variability are less
important for precipitation than temperature extremes.

11.4.2.5.3 Tropical cyclones

Two recent reports, the SREX (IPCC, 2012, particularly Seneviratne et al., 2012) assessment and a WMO
Expert Team report on tropical cyclones and climate change (Knutson et al., 2010) indicate the response of
global tropical cyclone frequency to projected radiative forcing changes is likely to be either no change or a
decrease of up to a third by the end of the 21st Century. However, little confidence was placed on projections
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for individual basins. At the individual basin scale, a recent statistical downscaling exercise of models from
CMIP3 indicates little consistency in projections of North Atlantic tropical storm frequency to the mid 21st
Century, with the possibility of positive and negative trends (Villarini et al., 2011), a result consistent with
dynamical model based projections of North Atlantic tropical storm frequency to the end of the 21st century
that include possibilities of increases or decreases (e.g., Oouchi et al., 2005; Bengtsson et al., 2006; Gualdi et
al., 2007; Emanuel et al., 2008; Knutson et al., 2008; Zhao et al., 2009; Sugi et al., 2009). The average
projected signal in Atlantic tropical storm frequency is smaller than the overall uncertainty estimated from a
statistical downscale of the CMIP3 models over the first half of the 21st Century (Villarini et al., 2011), with
internal climate variability being a leading source of uncertainty through the mid-21st Century. A recent
dynamical modelling study suggested that greenhouse warming could lead to a substantial increase in the
frequency of extreme (Category 4-5) hurricanes in the North Atlantic by the end of the 21st Century, but
estimated a detection timescale on the order of 60 years for an A1B future emission scenario (Bender et al.
2010). Therefore, we have little confidence in basin-scale projections of trends in tropical cyclone frequency
and intensity to the mid-21st century. Villarini et al. (2011) noted that the CMIP3 AOGCMs indicate
continued year-to-year and decade-to-decade variations in North Atlantic tropical storm frequency through
the mid-21st Century. Modes of climate variability that in the past have led to variations in the intensity,
frequency and structure of tropical cyclones across the globe - such as the El Nifio Southern Oscillation
(Vecchi and Wittenberg 2010, Collins et al. 2010; Callaghan and Power 2011) and the Indian Ocean Dipole
Mode (Zheng et al. 2009) are very likely continue to exist through the mid-21st Century. Therefore, it is very
likely that tropical cyclone frequency, intensity and spatial distribution globally and in individual basins will
vary from year-to-year and decade-to-decade, as they have in the past (Chapters 2 and 10).

11.4.3 Atmospheric Composition and Air Quality

Future atmospheric composition depends on anthropogenic emissions, natural emissions and uptake (Chapter
6), and chemical-physical processes in the atmosphere (Chapters 2, 6, 7, 8). IPCC emission scenarios
prescribe only emissions that can be directly ascribed to human activities (anthropogenic) and do not include
projections for shifting natural emissions. The latter may occur in response to changes in climate or land-use,
changes in the solar flux or volcanic aerosols, all of which alter climate and composition (Chapter 8). This
chapter assesses projected atmospheric abundances and uncertainties of CHy4, N,O, other well-mixed
greenhouse gases, plus O3 and aerosol optical depth for the RCP scenarios (Moss et al., 2010) over the 21st
century (Section 11.4.3.1). Also included is an assessment of projected near-term changes in ambient air
quality: surface O3 and particulate matter (PM, a general measure of aerosols) (see Chapter 6 and AIL.7.3-4
for nitrogen and acid deposition; air toxics such as mercury (Jacob and Winner, 2009) and biological
aerosols such as pollen (Jacobson and Streets, 2009) are not considered here). Projected CO, abundances,
controlled by emissions and interaction with the terrestrial and oceanic carbon cycle, are discussed in
Chapters 6 and 12. The 21st-century scenarios, from emissions to radiative forcing are collected in the tables
of Annex II.

The connections between air pollution, global atmospheric chemistry and climate change were recognized in
the TAR (Johnson et al., 1999; Prather et al., 2001; Jacob et al., 1993; Penner et al., 1993), and the SRES
scenarios were assessed for changes in surface O; from emissions (Prather et al., 2003), changes in radiative
forcing from emissions of air pollutants (Gauss et al., 2003; Shindell et al., 2007), and changes in global
tropospheric O3 driven by climate (Johnson et al., 2001). In the AR4, these SRES scenarios were contrasted
with newer near-term scenarios to 2030, the Current Legislation (CLE) and Maximum Feasible Reductions
(MFR) scenarios to illustrate the impacts of explicit air pollution control strategies on air pollution, global
atmospheric chemistry, and near-term climate (Stevenson et al., 2006; Dentener et al., 2005; Dentener et al.,
2006Db). Section 11.4.6 discusses the climate impacts of efforts directed at improved air quality. Technology
shifts in the energy or agriculture sectors (e.g., Galloway et al., 2008; Schultz et al., 2003; Jacobson, 2008a),
or changes in land-use land-cover (LULC) and associated biospheric emissions (Chen et al. 2009a,
Ganzeveld et al., 2010) could result in future pathways outside the range of the air quality projections
assessed here.

All of the emission scenarios assessed here are designed for projecting compositional changes with global
atmospheric chemistry-climate models, which are not adequate for estimating air quality changes at the local
scales of cities or air quality management districts. Rather, these changes require higher spatial resolution
emissions and models, as assessed in AR5 WGII (see also Chapters 9 and 14 for evaluation of climate
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projections at the regional-urban scale). The WGI global chemistry and climate models, with horizontal
resolutions of 100 km at best, however, provide two key elements of global change that drive local air
quality: an estimate of the changing chemical background of O; and aerosols, relevant for estimating impacts
on rural agriculture and ecosystems, as well as the baseline pollution levels upon which local pollution builds
(Section 11.4.3.2.1); and changing weather patterns, such as heat waves (Cox and Chu, 1996; Stott et al.,
2004) and stagnation episodes (Mickley et al., 2004), that drive peak pollution events (Section 11.4.3.2.2).

11.4.3.1 Greenhouse Gases and Aerosols

The IPCC has assessed previous emission-based scenarios for future greenhouse gases and aerosols in the
SAR (IS92) and TAR/AR4 (SRES). The new RCP scenarios, developed independently of the [IPCC
assessment and review process, each have an integrated but simplified single model that goes from human
activities to emissions to greenhouse gases to climate change (van Vuuren et al., 2011; Lamarque et al.,
2011a; Meinshausen et al., 2011). Emissions of highly reactive, non-greenhouse species (e.g., NOx, CO,
NMVOC) control O3, aerosols, global air quality, and the abundances of CH, and HFCs, but their emissions
are difficult to quantify or project, and alternative near-term scenarios are also evaluated (Kloster et al.,
2008; Dentener et al., 2005; Cofala et al., 2007). Each of the steps from emissions to composition to
radiative forcing is critically re-evaluated here using the current scientific basis to correct and apply
uncertainties. Where appropriate, results from the SAR (IS92a) and TAR (SRES B1&A2) are shown. The
RCP-prescribed emissions, abundances and radiative forcing used in the CMIP5 model ensembles are not
based on current best understanding of natural and anthropogenic emissions, atmospheric chemistry and
biogeochemistry, and radiative forcing of climate. The uncertainty in projecting RCP emissions to radiative
forcing and climate change is not negligible, see below, but still much less than the range of RF between the
RCP2.6 and RCP8.5 scenarios.

Anthropogenic emissions of the industrially produced greenhouse gases (e.g., fossil-fuel CO, and the
synthetic fluorinated F-gases, AIl.2.1a, AI.2.4—15) are generally accurate to 10% or better based on bottom-
up inventory methods, whereas those from the agriculture, forestry and other land-use sectors (AFOLU,
AIL2.1b, All.2.3—4) have uncertainties typically 25% or larger (NRC, 2010; Prather et al., 2009). Thus, the
RCP emissions of CH4 and N,O have been rescaled through 2005 to match current atmospheric abundances
and trends, with assumed atmospheric lifetimes and pre-industrial (natural) sources. Such harmonization was
done previously for the SRES emissions in the TAR (Prather et al., 2001). The current best estimates for the
lifetimes and budgets (Chapter 8) give Y2010 anthropogenic emissions of 318 + 48 (1 SD) Tg-CH,/yr and
6.5 £ 1.0 Tg-N(N,O)/yr, with total emissions of 504 £ 43 Tg-CH4/yr and 15.6 £ 1.0 Tg-N(N,O)/yr. In our
projections we thus scale the RCP (anthropogenic only) CH4 and N,O emissions by a constant factor for
years 2010-2100 based on the 2010 emissions for each of the RCPs (see All.2.2-3). In addition to this
scaling, we also project the +£1-SD uncertainty ranges these anthropogenic emissions, with each range being
matched by shifts in natural emissions to maintain the total emissions.

RCPs use a parametric model to project the lifetimes and thus integrate the greenhouse gas and aerosol
abundances (MAGICC6: (Meinshausen M, Wigley TML and SCB 2011). Current atmospheric chemistry
and climate models along with observational data are used here to derive best current lifetimes and the
changes driven by emissions and climate. In terms of stratospheric chemistry, the current N,O lifetime, 131 +
10 yr, is expected to decrease linearly from 2000 to 2100 for SRES A1B by about 10 yr because of changes
in stratospheric circulation, but increase by about 7 yr because of changes in chemical composition (Fleming
et al. 2011), including the self feedback decrease of about 3 yr as N,O increases from 320 to 420 ppb (Hsu
and Prather 2010)(updated). Recent chemistry-climate model validation (CCMVal) studies project a more
vigorous stratospheric overturning by 2100, but did not diagnose the N,O lifetime (Oman et al. 2010,
Strahan et al. 2011). Because the current lifetime, emissions, and abundances are self-consistent, only the
uncertainty in the change in N,O lifetime (e.g., -3 = 5 yr) projects to uncertainty in future abundances
(AIL5.10). All RCPs scenarios project increasing N,O abundances from 2010 to 2100 ranging from 6%
(RCP2.6) to 40% (RCPS.5)

Reactions with the tropospheric hydroxyl radical (OH) are the dominant atmospheric removal of CH, and
HFCs (Chapter 8). Projections of future OH levels, globally integrated as the effective OH-lifetime of CHy
(AIL.5.9 [PLACEHOLDER FOR SECOND ORDER DRAFT] Table), involve many, often cancelling factors
and thus the sign of the change reported in some of the CMIPS5 ensemble ranges from —15% to +15% by
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2100 within the same RCP scenario. Projected changes in tropospheric OH are based on sensitivities to
changing emissions and climate derived from several multi-model evaluations, including uncertainties
(HTAP, CMIPS5; Stevenson et al., 2006). Projected CH4 abundances include uncertainty in the current
lifetime, but this is linked to correlated uncertainties in anthropogenic vs. natural emissions necessary to
match the pre-industrial and present-day abundances for the same reasons as N,O, but HFC abundances do
include this primary uncertainty in OH loss (10%) because the HFC emissions inventories should be
independently accurate as noted above. Lifetimes for the PFCs and SFg are held constant (Chapter 8). In
projecting future abundances, the budget lifetime of the gas should be used, not the residence time of a pulse
(8% shorter for N,O, 40% longer for CHy). Figure 11.24 shows the published RCP anthropogenic emissions
and mean tropospheric abundances of CH, for 2010 to 2100, along with this assessment’s best estimates
(designated RCP&) including +1 SD uncertainties. For RCP2.6, CH4 abundances are projected to decline
continuously over the century by about 30%; whereas RCP 4.5 and 6.0 peak and then decline below Y2010
abundances. Only RCP8.5 has such large increase in anthropogenic emissions (150%) that abundances
increase throughout the century. Projected CH4 abundances respond within a decade to changing emissions
and atmospheric chemistry, with all RCP scenarios diverging before 2050. Additional factors driving CHy4
projections for RCP8.5 include anthropogenic emissions of NOx, natural emissions, and climate change. In
most cases the assessed CH4 abundances (RCP&) based on emissions are similar to the RCP published
values, although outside of the uncertainty range; and the uncertainty in future abundances is much smaller
than the difference between scenarios.

[INSERT FIGURE 11.24 HERE]

Figure 11.24: Projected CH4 (a) anthropogenic emissions and (b) atmospheric abundances for the four RCP scenarios
(2010-2100). The thick solid lines show the published RCP values: black +, RCP8.5; red square, RCP6.0; blue o,
RCP4.5; green *, RCP 2.6. Thin lines with markers show values from this assessment. The shaded region shows the +1
SD from the Monte Carlo calculations that consider uncertainties, including the current magnitude of the anthropogenic
emissions.

The tropospheric mean abundances of the Kyoto greenhouse gases projected to 2100 (AIL.4.1-15) show both
the RCP published values (Meinshausen et al., 2011) and those estimated in this assessment (denoted
RCP&), which include where possible uncertainty estimates as +1 standard deviation. RCP scenarios also
project emissions and abundances for the ozone-depleting GHG (CFCs, HCFCs, halons) under control of the
Montreal Protocol. In AR5 the abundances of CFCs and HCFCs (AIl.4.16) are taken from scenario A1l of the
2010 WMO Ozone Assessment (WMO, 2011, Table 5-A3). All of the CFC abundances decline throughout
the century, but some of the HCFC’s increase to 2030 before their phase-out and decline. Their combined RF
(Table AIL6.5) is calculated using the methodology in Chapter 8 plus a simple estimate of uncertainty in
their decay from 2005 to 2100 as described in the table notes. Radiative forcing from the sum of these
Montreal gases decreases from 0.33 = 0.01 W m 2 in 2010 to 0.10 + 0.02 W m ~ in 2100.

Projected O changes are broken into tropospheric and stratospheric columns (DU) because each has a
different impact on RF (AIlL.5.1-2). Stratospheric O; is being driven by declining chlorine levels, increasing
N,O and CHy, cooler temperatures from increased CO,, and a more vigorous overturning circulation driven
by more wave propagation under climate change but overall is expected to increase in the coming decades,
reversing ozone loss since 1960. Results here are taken from the WMO Assessment (2011) and CCMVal
studies. Tropospheric O3 changes are driven by anthropogenic emissions of CHy, NOx, CO, NMVOC
(AIL.2.2,16-18) and are projected to follow the dominant emission trends over the next few decades (e.g.,
increasing due to CH4 in RCPS8.5 in spite of falling NOx emissions). Overall, tropospheric climate change
drives a decline in tropospheric O3, but enhanced stratospheric circulation can counter that (Lamarque et al.,
2011b; Kawase et al., 2011). Natural emissions of these species are also important in today's O; budget, but
reliable estimates of their change with climate cannot be made (Chapter 6, Table AIL.3.2). Best estimates for
tropospheric O3 change are based on some CMIP5 models and multi-model studies of tropospheric O
response to key factors like individual emissions, climate-driven increases in water vapour and temperature,
and increased stratospheric influx (Prather et al., 2001; Stevenson et al., 2006; Wild et al., 2011; Oman et al.,
2010). CMIP5 models show a wide range in tropospheric O; changes from 2000-2100, and uncertainties are
hard to estimate, probably of order 100% of the estimated change.

Aerosol species can be emitted directly (mineral dust, black carbon and some organic carbon) or indirectly
through precursor gases (sulphate, ammonium, nitrate, some organics). All of these aerosol sources are
projected to change under the RCPs and alternative scenarios. Some CMIP5 models (Lamarque et al., 2011c¢)
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have projected changes in aerosol optical depth (AOD) to 2100 (AIIL.5.3-8). Projections of AOD to 2100 are
described in Chapter 8, along with the projected RFs from all greenhouse gases, aerosols and aerosol-cloud
indirect effects (AIl.6.1-11). Overall, aerosols decrease under RCPs due to emissions reductions in all
relevant species except NHj.

Natural emissions of CO,, CH4 and N,O, plus highly reactive species like NOx, CO, and NMVOC control in
part the abundance of most greenhouse gases and some aerosols. Models predict that these emissions will
change in a warming climate and with land-use change, and where possible projections for the period 2000—
2100 are given along with uncertainty estimates in Tables AIl.3.1-10. See discussion in Chapter 6.

Uncertainty estimates in projecting atmospheric composition under a changing climate are based in large part
on expert judgment. Our understanding of the atmospheric processes that control the abundance of
greenhouse gases and aerosols has been tested and calibrated with intensive in situ observations over the past
couple decades, and has been incorporated into modern three-dimensional chemistry-transport or chemistry-
climate models (CTMs or CCMs) (Chapter 9). With climate change, we expect that the atmospheric
processes calibrated under historical conditions (e.g., harmonization of N,O observations, budgets, and
lifetimes) will shift, and thus uncertainty in projecting changes under a given emissions scenario will be
greater than the errors in current models.

11.4.3.2 Projections of Global and Regional Air Quality

Air quality changes in the 21st century are tied to global emissions, local emissions, and the physical climate
change itself (e.g., Meleux, Solmon and Giorgi, 2007; Wu et al., 2008b; Steiner et al., 2006; Steiner et al.,
2010; Carlton et al., 2010; Tai et al, 2010; Hoyle et al., 2011; Doherty et al., 2009; Tao et al., 2007) and thus
we consider air quality changes projected due to changes in both emissions and climate. The emphasis on
ozone and aerosols reflects the large focus in the literature to date on the response of these chemical species
to climate [Box in Ch7 AR4; (as reviewed byWeaver et al., 2009; Jacob and Winner, 2009) and emission
changes [(e.g., TFHTAP, 2007; Dentener et al., 2006b; Wild et al., 2011; HTAP, 2010) with ozone receiving
the most attention (Figure 11.25). While air pollution remains a concern over the entire century, most
research focuses on the next few decades, for which air quality management strategies and technologies can
be more readily projected (e.g., Dentener et al., 2006a)

The air quality projections assessed here include: estimates from off-line chemical transport models (CTMs)
or AOGCMs run with stable climate but changing emissions; a parameterization developed from sensitivities
diagnosed from a coordinated multi-model set of regional emission perturbation simulations with CTMs;
CTMs using meteorological fields projected from separate AOGCMs; a suite of linked climate and
atmospheric chemistry models from global to regional scales; and global climate models with interactive
chemistry. Empirical relationships between certain meteorological variables and air quality provide crucial
information for evaluating models and for improving our understanding of the links between air quality and
climate (e.g., Lin, Jacob and Fiore, 2001; Rasmussen et al., 2011; Tai et al., 2010; Bloomer et al., 2009).
Their application for statistical downscaling of local air quality (e.g., Mahmud et al., 2008; Holloway et al.,
2008), however, may be limited by non-linear sensitivities or the inherent correlations of many individual
meteorological variables (e.g., Murazaki and Hess, 2006; Weaver et al., 2009; Steiner et al., 2010; Dawson et
al., 2009; Nolte et al., 2008; Forkel and Knoche, 2006; Katragkou et al., 2010). Such results are subject to
the same problems with predictability in a changing climate as is the down-scaling of regional climate from
the CMIPS5 results (Chapters 9 and 14, WGII).

Reliable air quality projections require confidence in the regional climate responses, including precipitation,
convection, and the positioning of mid-latitude storm tracks and subtropical high pressure systems (e.g.,
Liang et al. 2006, Jacob and Winner 2009, Weaver et al. 2009) and are only as good as the regional climate
modeling (Chapter 9 & 14). Ecosystem interactions are particularly uncertain since vegetation acts as both a
source and a sink for many air pollutants (e.g., Andersson and Engardt, 2010) and incomplete understanding
of chemical oxidation pathways limits confidence in the sign of air pollutant responses to changing biogenic
emissions (e.g., Pacifico et al., 2009; Ito, Sillman and Penner, 2009; Paulot et al., 2009; Carlton, Wiedinmyer
and Kroll, 2009; Hallquist et al., 2009).
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11.4.3.2.1 Climate-driven changes from meteorology and natural emissions

Ozone

The observed correlation of high-O; events with temperature in polluted regions is well documented and
largely reflects the correlation of temperature with stagnation episodes, cloud-free enhanced photochemistry,
higher biogenic emissions, wildfires, and possibly other contributing factors (e.g., AR4 Chapter 7 Box) (e.g.,
Jacob and Winner, 2009; Carvalho et al., 2011; Weaver et al., 2009; Murazaki and Hess, 2006; Wu et al.,
2008b; Menon and et al., 2008; Avise et al., 2009; Jacobson and Streets, 2009; Nolte et al., 2008; Jaffe et al.,
2008; Mickley et al., 2004; Leibensperger, Mickley and Jacob, 2008; Ordoénez et al., 2005). Warming
climate, in the absence of emission changes, is thus likely to increase O; in polluted regions, and may also
lengthen the O; pollution season (Nolte et al., 2008; Racherla and Adams, 2008). Surface O; levels in
unpolluted regions are very likely to decrease in a warmer climate because higher water vapor abundances
enhance Os destruction in low-NOy regions of the atmosphere (Johnson et al., 1999). Climate-driven
increases in biogenic emissions from vegetation and soils, lightning NO,, influx of stratospheric O, as well
as shifts in intercontinental transport pathways for pollutants, could offset this decrease in some regions
(Nolte et al., 2008; Kawase et al., 2011; Zeng et al., 2010; Zeng, Pyle and Young, 2008; Wu et al., 2008a;
Wu et al., 2008b; Katragkou et al., 2011); but these processes are poorly understood relative to the water
vapor response.

Figure 11.25 summarizes estimates for surface ozone response to climate change (blue lines). A major caveat
is that many published simulations for present-day and future climate conditions span only a few years each;
while they highlight the response of air quality to meteorological changes, the short simulation length
precludes clean attribution to climate change as opposed to climate variability. These models project
increases of up to 10 ppb over populated regions within the United States by 2050 and up to 6 ppb within
Central Europe in 2030 during the O; pollution season. The plotted ranges in Figure 11.25 reflect spatial
variability as well as differences across models, scenarios, reported Oj statistics, and in some cases short
simulation lengths. The climate-driven changes bracketing zero in 2030 are annual, spatial, multi-model
averages and standard deviations (Dentener et al., 2006b). They are the net sum of the opposing influences
exerted by a warming climate in the absence of anthropogenic emission changes: to decrease background
levels but increase O; in polluted regions and seasons. The inclusion of several studies reporting spatial
ranges in summer daytime statistics contributes to the wider range of climate-driven changes plotted for
2050 and are not an assessment of changes in uncertainty.

Aerosols

The conclusion as to whether climate change will worsen or improve aerosol (PM) pollution remains model-
dependent, confounded by opposing influences on individual PM components, and large inter-annual
variability (e.g., Mahmud et al., 2010). Rising temperatures and water vapor enhance SO, oxidation relative
to surface loss, thus increasing sulphate aerosol and decreasing nitrate aerosol (e.g., Racherla and Adams,
2006; Hedegaard et al., 2008; Unger et al., 2006a; Pye et al., 2009; Liao, Chen and Seinfeld, 2006; Aw and
Kleeman, 2003; Kleeman, 2008). Potential exists for large feedbacks from “natural” aerosol sources,
particularly carbonaceous aerosols from wildfires, mineral dust, and biogenic precursors to secondary
organic aerosol (Spracklen et al., 2009; Jickells et al., 2005; Carvalho et al., 2011; Jiang et al., 2010;
Mahowald and Luo, 2003; Tegen et al., 2004; Woodward et al., 2005; Mahowald et al., 2006; Mahowald,
2007). The biogenic secondary organic aerosol contribution to PM is generally expected to grow as
temperatures rise (Tagaris et al., 2007; Heald et al., 2008; Liao et al., 2007).

Most components of PM are expected to correlate negatively with precipitation (Tai et al., 2010), such that
aerosol burdens will likely decrease in regions with increased precipitation (Racherla and Adams, 2006; Liao
et al., 2007; Avise et al., 2009; Tagaris et al., 2007; Zhang et al., 2008; Pye et al., 2009). Projecting
precipitation at the regional or urban scale is much more uncertain than temperature, and additional
uncertainties apply to polluted regions where aerosols are likely to interfere with the hydrologic cycle
(Chapters 7, 14). Seasonal differences in aerosol burdens versus precipitation preclude simple scaling of
aerosol response to precipitation changes (Kloster et al., 2010b; Fang et al., 2011). Other meteorological
changes, such as mixing depths and ventilation of the continental boundary layer, also influence the sign of
the aerosol changes (e.g., Mahmud et al., 2010; Dawson et al., 2009; Jacob and Winner, 2009; Kleeman,
2008).
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The coupling between changes in O3 and aerosol precursor emissions (both biogenic and anthropogenic)
with the physical climate is complex and not well understood. For example, biogenic aerosol formation
depends on anthropogenic emissions and atmospheric oxidizing capacity (Carlton et al., 2010; Jiang et al.,
2010). In addition to climate-driven feedbacks from the biosphere (Section 11.4.3.2.1), future land-use
changes may also influence regional air quality (Heald et al., 2008; Wu et al., 2011; Chen et al., 2009a; Cook
et al., 2009).

11.4.3.2.2 Changes driven by non-local anthropogenic pollutant emissions

Overall, the uncertainty associated with the influence of near-term climate change on global and regional Os
air quality is small relative to the uncertainty in possible emission-driven changes (Figure 11.25; Dentener et
al., 2006b). Near-term projections for annual mean surface Os, spatially averaged over selected world
regions, due to the combined impacts of emission and climate change under the RCP trajectories are shown
in Figure 11.26 for multi-model ensembles of CMIPS5 transient chemistry-climate simulations and of the
ACCMIP 10-year time slice simulations for 2030 and 2050. Large inter-annual and regional variations are
evident, and even larger variability is expected as one considers smaller regions, specific seasons, or the
frequency of high-O; pollution events (cf. Extreme Events discussion below). While the regions considered
are not identical, comparison between the O; changes driven by emissions-only scenarios with fixed climate
under the RCPs (Figure 11.25; Wild et al., 2011) are roughly equivalent to the changes estimated with the
full chemistry-climate models (Figure 11.26), implying a major role for emissions in determining near-term
O; air quality. Under RCP8.5 (Annex II; Figures 11.25 and 11.26), the prominent rise in methane raises
background Oj; levels (Kawase et al., 2011), including in regions with aggressive controls on other O3
precursors (Lamarque et al., 2011b; Wild et al., 2011). Numerous earlier studies have demonstrated the
potential for rising global anthropogenic emissions of O; precursors, including CH, and NOx, to enhance the
O; background in surface air and offset improvements to air quality from local emission reductions (Jacob et
al., 1999; Fiore et al., 2009; Wild, 2011; Granier et al., 2006; Wild et al., 2011; Fiore et al., 2002; Hogrefe et
al., 2004; Tao et al., 2007; Wu et al., 2008; Avise et al., 2009; Chen et al., 2009b; Szopa et al., 2006; Lin et
al., 2008; Prather et al., 2003; Huang et al., 2008; Prather et al., 2001; HTAP, 2010).

While aerosol changes driven by anthropogenic emissions depend somewhat on oxidant levels (e.g., Unger
et al. 2006b, Kleeman 2008), generally sulphate follows SO, emissions. Nitrates follow ammonia but are
also inversely dependent on sulphate (and less sensitive to NOy) such that allowing ammonia to increase
while reducing sulphate will offset some of benefit from SO, controls (Pye et al., 2009) (see Chapters 7 and
8, where such mechanisms are discussed.). Continued reductions in SO, emissions alongside rising NH;
emissions, as occurs in the RCP scenarios (Annex II) could lead to nitrate aerosol levels equivalent to or
surpassing sulphate aerosol levels in some regions over the next few decades (Bauer et al., 2007; Bellouin et
al., 2011). The balance between the relative importance of emission versus climate-driven changes for
aerosol is likely to vary regionally, but confidence in both sign and magnitude of overall changes is low.

11.4.3.2.3 Extreme weather and air pollution

Air pollution events are typically associated with stagnation events, often concurrent with heat waves, whose
frequency of occurrence can vary greatly from decade to decade (AR4 Chapter 7 Box) (Tai et al., 2010;
Leibensperger et al., 2008). The 2003 European heat wave is associated with air-pollution mortalities (Filleul
et al., 2006; Stedman, 2004), and all such heat waves are associated with poor air quality (Tressol et al.,
2008; Vieno et al., 2010; Vautard et al., 2005; Ordoéiiez et al., 2005). Anthropogenic climate change, even
over the next few decades, has increased the risk of such heat waves (Clark, Murphy and Brown, 2010;
Diffenbaugh and Ashfaq, 2010; Stott et al., 2004). One study indicates a warming climate would lead to
future summer O3 more similar to the exceptional 2003 European heat wave (Meleux et al., 2007). Indeed,
Section 11.4.2.5 indicates an increase in warm spell duration index which in the absence of emission
reductions, is expected to increase the incidence of extreme air pollution events globally, with [xxx] regions
particularly susceptible.

Meteorological conditions tied to O; and PM pollution events are likely to increase in frequency and duration
with climate change, although the severity of pollution events depend on the local emissions scenario (Chen
et al., 2009b; Tai et al., 2010; Murazaki and Hess, 2006; Hogrefe et al., 2004; Mickley et al., 2004; Forkel
and Knoche, 2006; Nolte et al., 2008; Racherla and Adams, 2008; Wu et al., 2008b; Tagaris et al., 2007,
Szopa et al., 2006; Liao et al., 2009; Jiang et al., 2008; Vautard et al., 2005; Mahmud et al., 2008). Positive
feedbacks from vegetation (higher emissions and lower stomatal deposition) and urbanization may further
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worsen air pollution during heat waves (Royal Society, 2008; Jiang et al., 2008; Andersson and Engardt,
2010). Over the United States and Europe, some studies suggest near-term increases in the extreme O; values
(95%-ile) of O, but they do not agree at the regional level (Jacobson, 2008b; Weaver et al., 2009; Jacob and
Winner, 2009; Kleeman, 2008; Katragkou et al., 2011). Our understanding of observations and models
indicates it is very likely that, statistically, a warming climate will exacerbate extreme O; and PM pollution
events for some populated regions in the near term, even if the effect is not uniform.

[INSERT FIGURE 11.25 HERE]

Figure 11.25: Changes in surface O; solely due to climate (blue) or emissions (colored by emission scenario) reported
in the literature in 2030 (top) and 2050 (bottom) for selected world regions. Results from individual studies are labeled
by letters underneath the corresponding plot symbols. Vertical bars represent a combination of ranges as reported in the
literature: (1) multi-model mean and standard deviations in annual mean, spatial averages from the
ACCENT/Photocomp study for 2030 ((Dentener et al., 2006b), A); (2) application of a parameterization developed
from the multi-model ensemble of the Task Force on Hemispheric Transport of Air Pollution [TF HTAP, 2010]
regional source-receptor relationships to estimate surface O; response for several emission scenarios in 2030 and 2050
globally and within the TF HTAP continental regions (Wild et al., 2011, C); (3) spatial averages across a region,
denoted by filled squares (Szopa et al., 2006, D; Avise et al., 2009, E; Tagaris et al., 2007, I; Racherla and Adams,
2006, K; Hogrefe et al., 2004, M; Unger et al., JGR, 2006, Q; Fiore et al., JGR, 2008, T; West et al., PNAS, 2006, U;
Fiore et al., GRL, 2002, W; Katragkou et al., in press JGR, X )(4) spatial ranges across a region as estimated with one
model or combined across several individual modeling studies, denoted by dashed lines ([Need to insert “Royal” before
“Society” in endnotes] ((Society 2008b), B; Szopa et al., 2006, D; Forkel and Knoche, 2006, F; Wu et al., 2008a (air
quality), G; Wu et al., 2008b (background), H; Nolte et al., JGR, 2008, J; Racherla and Adams 2006, K; Zhang et al.,
2008, L; Racherla and Adams, 2008, P; Tagaris et al., 2009, R; Stevenson et al., 2005, S; Dentener et al., ACP 2005, V;
Y; Lam et al., 2011, Z) Regional definitions, methods, and reported metrics (e.g., 24-hour versus daily maximum values
over a 1-hour or 8-hour averaging period, annual or seasonal averages) vary across studies. Climate change scenarios
vary across studies, but are combined into ranges denoted by blue bars for two reasons: (1) there is little detectable
cross-scenario difference in the climate response in 2030 (Section 11.4.7), and (2) many of these estimated are based on
simulations that are too short to cleanly attribute a climate change signal and thus it is not appropriate to attribute
differences to particular forcing scenarios.

[INSERT FIGURE 11.26a HERE]

Figure 11.26a: Changes in near-term annual mean surface ozone (ppb) following the RCP scenarios, spatially averaged
over selected world regions (shaded land regions) and from CMIP5 chemistry-climate model ensemble (3 models,
colored lines denote ensemble mean and shading denotes full range across models for each RCP). Filled circles with
vertical lines indicate the multi-model average and full cross-model range from the 2030 and 2050 ACCMIP decadal
time slice simulations, colored by RCP scenario (4 models for RCP2.6 and RCP4.5; 3 models for RCP8.5; 2 models for
RCP6.0 in 2030, and 1 model for all RCP scenarios in 2050). Changes are relative to the 1986-2005 reference period
for the transient simulations, and relative to the average of the 1980 and 2000 decadal time slices for the ACCMIP
ensemble. The average ozone value during the reference period, spatially averaged over each region, is shown in each
panel, with the standard deviation reflecting the cross-model range (transient CMIP5 models on the left; ACCMIP
models on the right). In cases where multiple ensemble members were available from a single model, they were
averaged first before inclusion into the multi-model mean.

[INSERT FIGURE 11.26b HERE]
Figure 11.26b: [PLACEHOLDER FOR SECOND ORDER DRAFT: As in 11.24a, but for PM2 if sufficient number of
models are available.]

[INSERT FIGURE 11.27 HERE]

Figure 11.27: [PLACEHOLDER FOR SECOND ORDER DRAFT: Illustrate projected change in extreme metric,
following general structure of Figure 11.24 but considering e.g., frequency of days above a threshold value for ozone
and/or PM due to climate change only — if sufficient number of models contribute results from ACCMIP RCP8.5
climate-change-only simulations. |

11.4.4 Near-Term Projections of Oceanic Conditions

11.4.4.1 Temperature

Globally-averaged surface and near surface ocean temperatures are projected by AOGCMs to warm over the
early 21st Century, in response to both present day atmospheric concentrations of greenhouse gases

(“committed warming”; e.g., Meehl et al., 2006), and projected changes (Figure 11.28). Globally-averaged
SST shows substantial year-to-year and decade-to-decade variability (e.g., Knutson et al., 2006; Meehl et al.,

Do Not Cite, Quote or Distribute 11-36 Total pages: 102



O 00 N O U b~ W =

—
—_

First Order Draft Chapter 11 IPCC WGI Fifth Assessment Report

2011), whereas the variability of depth-averaged ocean temperatures is much less (e.g., Meehl et al., 2011;
Palmer et al., 2011). The rate at which globally-averaged temperatures rise in response to a given scenario
for radiative forcing shows a considerable spread between models (an example of response uncertainty, see
Section 11.2.3), due to differences in climate sensitivity and ocean heat uptake (e.g., Gregory and Forester,
2008). In the CMIP3 models under SRESA1B [PLACEHOLDER FOR SECOND ORDER DRAFT]
globally averaged SSTs increase by 0.3°C—0.6°C over the near-term relative to 1986-2005 (Figure 11.28).

A key uncertainty in the future evolution of globally averaged oceanic temperature are possible future large
volcanic eruptions, which could impact the radiative balance of the planet for 2—3 years after their eruption
and act to reduce oceanic temperature for decades into the future (Delworth et al., 2005; Stechnikov et al.,
2010; Gregory, 2010). An estimate using the GFDL-CM2.1 coupled AOGCM (Stechnikov et al., 2010)
suggests that a single Tambora (1851)-like volcano could erase the projected global ocean depth-averaged
temperature increase for many years to a decade. A Pinatubo (1991)-like volcano could erase the projected
increase for 2—10 years. See Section 11.4.7 for further discussion.

In the absence of multiple major volcanic eruptions, it is extremely likely that globally-averaged surface and
upper ocean (top 700m) temperatures averaged 2016-2035 will be warmer than those averaged over 1986—
2005.

Projected ocean temperature changes tend to be largest near the surface, and decrease with depth (Figures
11.28, 11.29 and 11.30). This results in an increase in the near surface stratification of temperature,
particularly in the tropical Pacific and Indian Oceans. In the Atlantic and Southern Oceans models suggest
that warming penetrates more rapidly to greater depths (Figure 11.31). Projections for the Arctic Ocean
suggest a subsurface maximum in warming, at a depth of a few hundred meters.

There are regional variations in the projected amplitude of ocean temperature change (Figure 11.30), which
are influenced by ocean circulation as well as surface warming. (Vecchi and Soden, 2007; Yin et al., 2009;
2010; DiNezio et al., 2009; Timmermann et al., 2010; Xie et al., 2010). Inter-decadal variability of upper
ocean temperatures is larger in mid-latitudes, particularly in the Northern Hemisphere, than in the tropics
(Figure 11.31). A consequence of this contrast is that it will take longer in the mid-latitudes than in the
tropics for the anthropogenic warming signal to emerge from the noise of internal variability (Figure 11.30,
Wang et al., 2010).

The Southern Ocean shows significant local spread in its temperature projections, particularly in the Weddell
Gyre and north of the Ross-Sea gyre. These differences between models tend to be displaced from regions of
high internal variability and are likely to be caused the same model biases of the surface mixed layer depths
and water mass formation found in century scale simulations (Sloyan and Kamenkovich, 2007) (Figure 11.30
lower panels). The relative role of stratospheric ozone and anthropogenic forcing on the Southern Ocean
temperature and salinity remains for recent past and near term is an important issue (Sections 9.3.2 and

10.3), but the role of these forcings on the near term projections on ocean circulation have not been assessed
in the literature. [PLACEHOLDER FOR SECOND ORDER DRAFT: if literature emerges]|

Projected changes to thermal structure of the tropical Indo-Pacific are strongly dependent on future
behaviour of the Walker circulation (Vecchi and Soden, 2007; Timmermann et al., 2010; DiNezio et al.,
2009). Since the projected weakening of the Walker circulation through the mid-21st century is smaller than
the expected variability on timescales of decades to years (Section 11.4.2.4.3), it is likely that internal climate
variability will be a dominant contributor to changes in the depth and tilt of the equatorial thermocline, and
the strength of the east-west gradient of SST across the Pacific through the mid-21st Century, thus it is /ikely
there will be multi-year periods with increases or decreases, but no clear longer term trend

[INSERT FIGURE 11.28 HERE]

Figure 11.28: Projected changes in annual-averaged, globally-averaged, depth-averaged ocean temperature based on
twelve AOGCMs from the CMIP3 (Meehl et al., 2007) multi-model ensemble, under 21st Century Emissions Scenario
SRESA1B. Top panel shows changes of sea surface temperature, middle panel ocean temperature changes averaged
over the upper 700 meters of the ocean, bottom panel shows changes averaged over the full ocean depth. Thin black
lines show the evolution for each of the twelve AOGCMs, red line shows the average of all twelve projections, the blue
line indicates an estimate of the average magnitude of internal variability of all twelve AOGCMs (2sigma).Gray
horizontal lines indicate the 2016—-2035 average anomaly for each of the twelve AOGCMs, while the orange horizontal
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line indicates the multi-model average 2016-2035 anomaly. The fifty-year running average from each model’s control
climate integration was removed from each line. Values referenced to the 1986-2005 climatology of each AOGCM.

[INSERT FIGURE 11.29 HERE]

Figure 11.29: Projected changes, as a function of depth, in annual-averaged, globally-averaged ocean temperature
based on the average of twelve AOGCMSs from the CMIP3 (Meehl et al., 2007) multi-model ensemble, under 21st
Century Emissions Scenario SRESA1B. Gray shading indicates where the multi-model average AOGCM anomalies are
smaller than two standard deviations of the multi-AOGCM estimate of internal variability from the control climate
integrations. The fifty-year running average from each model’s control climate integration was removed from each line.
Values referenced to the 1986-2005 climatology of each AOGCM.

[INSERT FIGURE 11.30 HERE]

Figure 11.30: Upper panels show the projected changes averaged 20162035 relative to 19862005 in sea surface
temperature (left panels) and temperature averaged over the upper 700 meters of the ocean (right panels), as a function
of latitude and longitude. Lower panels show the standard deviation of twenty-year averages of sea surface temperature
(left panels) and temperature averaged over the upper 700 meters of the ocean (right panels) arising from internal
climate variability in these models. Figures based on the average of twelve AOGCMs from the CMIP3 (Meehl et al.,
2007) multi-model ensemble, under 21st Century Emissions Scenario SRESA1B. Gray shading indicates where the
multi-model average AOGCM anomalies are smaller than two standard deviations of the multi-AOGCM estimate of
internal variability from the control climate integrations, black stippling indicates where at least four (1/3) of the models
disagree on the sign of the change. The fifty-year running average from each model’s control climate integration was
removed from each line.

[INSERT FIGURE 11.31 HERE]
Figure 11.31: [PLACEHOLDER FOR SECOND ORDER DRAFT: Currently shaded at 1 sigma. Same as Figure
11.XX, but for regional averages]

11.4.4.2 Salinity

Changes in sea surface salinity are expected in response to changes in precipitation, evaporation and run-off
(see Section 11.4.2.4); in general (but not in every region), salty regions are expected to become saltier and
fresh regions fresher (e.g., Durack and Wijffels, 2009). As discussed in Chapter 10, observation-based and
attribution studies have found some evidence of an emerging anthropogenic signal in salinity change, in
particular increases in surface salinity in the subtropical North Atlantic, and decreases in the west Pacific
warm pool region (Stott et al., 2008; Durack and Wijffels, 2009; Terray et al., 2011). However, the extent to
which the observed changes are clearly outside the range of natural internal variability, and the extent to
which current models are providing an adequate simulation of salinity change, has yet to be firmly
established (Durack and Wijffels, 2009; Terray et al., 2011). This said, models generally predict increases in
salinity in the tropical and (especially) subtropical Atlantic, and decreases in the western tropical Pacific over
the next few decades (Figure 7b of Terray et al., 2011).

Projected near-term increases in fresh water flux into the Arctic Ocean produce a fresher surface layer and
increased transport of fresh water into the North Atlantic (Holland et al., 2006, 2007; Vavrus et al., 2011).
Such contributions to decreased density of the ocean surface layer in the North Atlantic could help stabilize
deep ocean convection there and contribute to a near-term reduction of strength of Atlantic Meridional
Ocean Circulation. There is also a projected increase in the temperature of intermediate depth water
penetrating the Arctic from the North Atlantic with greater warming than the surface layer (Vavrus et al.,
2011).

11.4.4.3 Circulation

As discussed in previous assessment reports, the AMOC is generally projected to weaken over the next
century in response the increase in anthropogenic greenhouse gases. However, the rate and magnitude of
weakening is very uncertain. Response uncertainty is likely to be a dominant contribution in the near term,
but the influence of anthropogenic aerosols and natural radiative forcings (solar, volcanic) cannot be
neglected, and could be as important as the influence of greenhouse gases (e.g., Delworth and Dixon, 2006;
Stenchikov et al., 2009). In addition, the natural variability of the AMOC on decadal timescales is poorly
known and poorly understood, and could dominate any anthropogenic response in the near term (Drijfthout
and Hazeleger, 2007). The AMOC is known to play an important role in the decadal variability of the North

Do Not Cite, Quote or Distribute 11-38 Total pages: 102



O 00 N O U b~ W =

—
—_

First Order Draft Chapter 11 IPCC WGI Fifth Assessment Report

Atlantic Ocean (Figure 11.30), but climate models show large differences in their simulation of both the
amplitude and spectrum of AMOC variability (e.g., Bryan et al., 2006; Msadek et al., 2011). In some
AOGCMs changes in southern hemisphere surface winds influence the evolution of the AMOC on
timescales of many decades (Delworth and Zeng, 2008), so the delayed response to southern hemisphere
wind changes, driven by the historical reduction in stratospheric ozone along with its projected recovery,
could be an additional confounding issue (Section 11.4.2.3). Overall, it is /ikely that there will be some
decline in the AMOC by 2050, but decades during which the AMOC increases are also to be expected. There
is low confidence in projections of when an anthropogenic influence on the AMOC might be detected.

The high uncertainty in projections for the AMOC should not be interpreted as ruling out the possibility of a
sudden major reduction or “shutdown” — see Section 11.4.7 and Chapter 12.

Projected changes to oceanic circulation in the Indo-Pacific are strongly dependent on future response of the
Walker circulation (Vecchi and Soden, 2007; DiNezio et al., 2009). The projected radiatively-forced
weakening of the Walker circulation through the mid-21st century is smaller than the expected variability on
timescales of decades to years (Section 11.4.2.3), therefore it is more likely than not that internal climate
variability will be a dominant contributor to changes in the strength of equatorial circulation, the shallow
subtropical overturning in the Pacific, and the Indonesian Throughflow over the coming decades. The
dominant contribution of internal climate variability precludes a confident assessment of their likely changes
through the mid-21st Century; however, it is very likely that there will be substantial variations in their
strength on timescales of years to decades.

11.4.5 Cryosphere

This section assesses projected near-term changes of elements of the cryosphere. These consist of sea ice,
snow cover and permafrost, changes to the Arctic Ocean, and possible abrupt changes involving the
cryosphere. The IPCC AR4 showed time series of Arctic and Antarctic sea ice extent following the SRES
scenarios in the 21st century, and geographical plots of sea ice extent for those regions only for the end of
the 21st century. A comparable time series plot of projected sea ice extent for the duration of the 21st century
is shown for the CMIP5 multi-model ensemble in Chapter 12. There was no assessment of near-term
changes of snow cover or permafrost in the AR4. Here we assess near term changes in the geographical
coverage of sea ice, snow cover and permafrost. As with all projected quantities for the near-term, there is
considerable interannual and decadal variability that confounds the emergence of a forced signal above the
noise.

11.4.5.1 Sea Ice

Some models project an ice-free summer period in the Arctic Ocean by 2040 (Holland et al., 2006), and even
as early as the late 2030s using a criterion of 80% sea ice area loss (e.g., Zhang, 2010). By scaling six
CMIP3 models to recent observed September sea ice changes, a nearly ice free Arctic in September is
projected to occur by 2037, reaching the first quartile of the distribution for timing of September sea ice loss
by 2028 (Wang and Overland, 2009). However, a number of models that have fairly thick Arctic sea ice
produce a slower near-term decrease in sea ice extent compared to observations (Stroeve et al., 2007). The
credibility of near term predictions for an ice-free Arctic before mid-century depend on at least a reasonable
simulation of extent and spatial distribution of present-day ice thickness, accurate representation of the
surface energy budget and its influence on the sea ice mass budget, atmospheric energy transports, local
feedbacks associated with the stable boundary layer and polar clouds, and the relationship of reduction in ice
area per ice thickness change (Bitz, 2008; Holland et al., 2008). Additionally an increase in ocean heat flux
convergence to the Arctic could contribute to more rapid ice melt (Bitz et al., 2006; Winton, 2006; Holland
et al., 2006; Holland et al., 2008). An analysis of CMIP3 model simulations indicates that for near term
predictions the dominant factor for decreasing sea ice is increased ice melt, and reductions in ice growth play
a secondary role (Holland et al., 2008). Arctic sea ice has larger volume loss when there is thicker ice
initially across the CMIP3 models, with a projected accumulated mass loss of about 0.5 m by 2020, and
roughly 1.0 m by 2050 with considerable model spread (Holland et al., 2008).

In early 21st century simulations, Antarctic sea ice cover is projected to decrease more slowly than in the
Arctic in the CMIP5 models (Chapter 12, [Figure 12.xx]). The decreases of sea ice area for the time period
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2016-2035 for the multi-model ensemble average are [xx%] for September (Figure 11.32), and [xx%] for
February for the Arctic (Figure 11.33). Changes for the Antarctic are [xx%] for September (Figure 11.34),
and [xx%] for February (Figure 11.35).

11.4.5.2 Snow Cover

Snow cover decreases are highly correlated with a shortening of seasonal snow cover duration (Brown and
Mote, 2009). The snow accumulation season by mid-century in one model is projected to begin later in
autumn with the melt season initiated earlier in the spring (Lawrence and Slater, 2010). Some climate models
have simulated reductions in annual snow cover of —4 to —7% by 2011-2030, and —5 to —13% by 2041-2060
with largest decreases in northern spring (March-April-May) (IASC, 2010). Projected increases in snowfall
across much of the northern high latitudes act to increase snow amounts, but warming reduces the fraction of
precipitation that falls as snow. Whether the average snow cover decreases or increases by mid-century
depends on the balance between these competing factors. The dividing line where models transition from
simulating increasing or decreasing maximum snow water equivalent roughly coincides with the —20°C
isotherm in the mid-20th century November to March mean surface air temperature (Raisédnen, 2008).

Multi-model averages from the CMIP5 AOGCM experiments show decreases of Northern Hemisphere snow
cover of about [xx%] for the 2016-2035 time period for a March-April average using a 15% extent threshold
for RCP4.5 (Figure 11.36).

11.4.5.3 Permafrost

Virtually all near-term projections indicate a substantial amount of permafrost degradation, and thaw depth
deepening over much of the permafrost area (Sushama et al., 2006; Euskirchen et al., 2006; Saito et al.,
2007; Zhang et al., 2007; Lawrence et al., 2008a; IASC, 2010). These projections have increased credibility
compared to the previous generation of models assessed in the AR4 because current climate models
represent permafrost more accurately (Nicolsky et al., 2007; Alexeev et al., 2007; Lawrence et al., 2008a).
Changes in annual mean permafrost for the 20162035 time period are shown in Figure 11.37 for the CMIP5
multi-model ensemble. Annual average decreases in permafrost for that period are about [xx%].

11.4.5.4 Possible Abrupt Climate Change Involving the Cryosphere

The rapid loss of sea ice such as that which occurred in the late 2000s (see Chapter 4) has been noted to
occur in a climate model, raising the possibility of abrupt sea ice loss events sometime in the next 50 years
(Holland et al., 2006). In summer, the oceanic heat anomaly is enhanced by ice—albedo feedback, but in
winter the excess oceanic heat is lost to the atmosphere due to a lack of insulating sea-ice cover. This raises
the possibility of sudden irreversible loss of Arctic summer sea ice during warming conditions (Winton,
2006). Increases in mostly low clouds in autumn, or decreases in summer, can promote rapid sea ice loss
events (Vavrus et al., 2010). However, the interactions of clouds and sea ice introduce another element of
uncertainty to short term predictions of abrupt changes in sea ice coverage (DeWeaver et al., 2008; Vavrus et
al., 2009; Gorodetskaya et al., 2008).

Though permafrost thaw and active layer deepening could initiate abrupt changes in Arctic hydrological,
biogeochemical, and ecosystem processes (McGuire et al., 2006), the impact of these potential climate
feedbacks is not well quantified for short term climate change (Euskirchen et al., 2006; O'Connor et al.,
2010).

It is very likely that there will be continued loss of sea ice extent in the Arctic, decreases of snow cover, and
reductions of permafrost at high latitudes of the Northern Hemisphere. Though there is the possibility of
sudden abrupt changes in the cryosphere, there is low confidence that these changes could be predicted with
any certainty.

[INSERT FIGURE 11.32 HERE]

Figure 11.32: [PLACEHOLDER FOR SECOND ORDER DRAFT: Arctic September sea ice coverage (%) for 2016—
2035 from a CMIP5 multi-model average for the RCP4.5 scenario that is representative of all the RCP scenarios for this
time period.]
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[INSERT FIGURE 11.33 HERE]
Figure 11.33: [PLACEHOLDER FOR SECOND ORDER DRAFT: Same as Figure 11.32 but for February.]

[INSERT FIGURE 11.34 HERE]
Figure 11.34: [PLACEHOLDER FOR SECOND ORDER DRAFT: Same as Figure 11.32 but for the Antarctic.]

[INSERT FIGURE 11.35 HERE]
Figure 11.35: [PLACEHOLDER FOR SECOND ORDER DRAFT: Same as Figure 11.33 but for the Antarctic.]

[INSERT FIGURE 11.36 HERE]

Figure 11.36: [PLACEHOLDER FOR SECOND ORDER DRAFT: Change in snow cover fraction for a March-April
average using a 15% extent threshold from the CMIP5 multi-model average for RCP4.5 which is representative of all
the RCP scenarios for this time period. ]

[INSERT FIGURE 11.37 HERE]

Figure 11.37: [PLACEHOLDER FOR SECOND ORDER DRAFT: Annual mean change in permafrost for 2016-2035
average minus 1986—-2005 base period for RCP4.5 from the CMIP5 multi-model average for RCP4.5 which is
representative of al 1 the RCP scenarios for this time period.]

11.4.6 Sensitivity of Near-Term Climate to Anthropogenic Emissions and Land-Use

As discussed in Section 11.41, projections of global mean surface air temperature are mostly independent of
greenhouse gas emission scenarios up to 2050 (Meehl et al., 2007; Stott and Kettleborough, 2002; Hawkins
and Sutton, 2009; AR4 Chapter 10, Section 10.5.4.5; see also Section 11.2.2.1). This finding, however, does
not mean that near-term climate has no sensitivity to alternative scenarios for anthropogenic emissions (and
land use). The purpose of this section is to assess this sensitivity.

In contrast to the SRES scenarios used in CMIP3, the RCPs represent mitigation pathways to achieve
specified radiative forcing targets (Moss et al., 2010; van Vuuren et al., 2011) (AIl.2.18-22, 6.8-9). While
RCP 8.5, 6.0 and 4.5 have RF projections similar to the range of the SRES scenarios, RCP2.6 requires net
negative CO, emissions by 2100, and is much lower than any SRES (see Chapter 1, [Figure 1.x]).
Nevertheless, the range in RF across all RCPs is still modest in the near term (e.g., 2.6 to 3.6 W m > by 2040,
see All.6.12). Crucially, the RCP scenarios differ from one another in projecting different abundances for
CO; and other anthropogenic greenhouse gases, as well as different emissions of aerosols and their
precursors (see Chapter 1 [and 8?]), and thus differences in the climate responses across the RCP scenarios
provide information as to the sensitivity of future climate to various emission trajectories.

The sensitivity of climate to CO, concentrations is not determined solely by its radiative effects. There are
additional effects on plant growth and stomatal conductance that can have important influences on
evapotranspiration (e.g., Bates et al., 2008; Section 2.3.4), and hence climate, particularly on regional scales.
In many CMIP5 models, these effects are not represented (or only partially so), a limitation which should be
noted.

As short-lived, major, anthropogenic greenhouse gases, both CH4 and O; can respond rapidly to changes in
emissions. Near-term CH,4 abundances in the SRES and RCP scenarios have similar increasing trajectories,
except for RCP2.6, which has a rapid decline over the whole century (AIl.4.2, 6.3) (Lamarque et al., 2011c;
Meinshausen et al., 2011). Aerosols are also short-lived in the atmosphere, and thus mitigation strategies
addressing emission of aerosols and their precursor gases have the potential to produce rapid changes in
climate. Models and measurements robustly indicate that aerosols composed of sulphate, nitrate and/or
ammonium produce a negative RF for both direct and indirect effects (Chapters 7 and 8). Global
precipitation may be much more sensitive to warming driven by aerosol changes than warming induced by
greenhouse gases, with projected decreases in scattering (mainly sulphate) aerosols projected to enhance
precipitation globally (Kloster et al., 2010a; Dentener et al., 2010; Yoshimori and Broccoli, 2008). Future
decreases in absorbing aerosol (black carbon) may also enhance global precipitation (Ming et al., 2010).
Large aerosol reductions as projected in the RCPs will impact global precipitation as well as temperature
(Kloster et al., 2010a; Ming et al., 2010). Most CMIP5 models include some representation of aerosol
indirect effects, but these processes are highly uncertain, resulting in low confidence in the simulated climate
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responses (Chapters 7-10). The SRES aerosol emissions and RF were poorly defined (see TAR Appendix II)
whereas the RCPs explicitly project aerosol emissions, and include rapidly declining sulfur dioxide (SO;)
emissions due to air pollution controls in the next few decades (van Vuuren et al., 2011). Differences
between SRES and RCPs in terms of CH,4 and aerosol scenarios (and modeling advances in the case of
aerosols) complicate interpretation of differing temperature responses between SRES/CMIP3 and
RCP/CMIPS.

The CMIP5 model ensemble, forced by the new RCP scenarios, fall within the warming range for 2020—
2030 projected under the older SRES scenarios (Figure 11.38a). The most rapidly warming scenario
(RCP8.5) emerges from the interquartile range of the other RCP scenarios by 2040-2050. The enhanced
warming in the RCP8.5 and UNEP Ref scenarios in Figure 11.38a (and the SRES A1-A2-B2; All4.2, TAR
Appendix II) by 2040 and 2050 may partially reflect the rapid growth of methane as compared with the
RCP2.6-4.5-6.0 scenarios (and SRES B1). For example, current control technology for CH4 emissions, if
implemented worldwide by 2030 (a 24% decrease in anthropogenic CH4 emissions relative to 2010 levels) is
estimated to lessen warming by 0.2—0.4K (estimated central range) between 2030 and 2050 (UNEP and
WMO2011; Figure 11.38a). The larger warming at 2020-2030 in RCP2.6 compared to the other RCP
scenarios (Figure 11.38a), may reflect the much more rapid decline of SO, emissions under RCP2.6 than the
other RCPs. The RCP scenarios probably underestimate uncertainties in near-term forcing from aerosols and
CHy,4 if major climate-specific (vs. local pollution-driven) emissions reductions are implemented (See
AllL.6.12). For example, the temperature range in both mean values and uncertainty across three alternative
scenarios in 2030 and 2040 that implement control technologies on methane and black carbon sources
(United Nations and World Meteorological Organization 2011) is wider than the ranges across RCP
scenarios from the CMIP5 model ensemble (Figure 11.38a).

By 2040, differences of 0.5—1 degree between RCP2.6 and RCP8.5 emerge over substantial portions of the
globe in both summer and winter hemispheres, with less cooling over the Arctic (>1.5°C) during boreal
winter; these patterns are further amplified by 2050, with over 1°C temperature differences over large
continental regions and >2.5°C during Arctic winter (Figure 11.38b). At the regional scale, however, internal
variability and model response uncertainty may still dominate in the near-term (Hawkins and Sutton, 2009;
Hawkins and Sutton, 2010). The published literature debates whether the spatial pattern of the future surface
temperature response to aerosol forcing mirrors that from greenhouse-gas forcing or rather follows the local
aerosol forcing patterns (Levy et al., 2008; Shindell et al., 2008b; Boer and Yu, 2003) (Shindell and
Faluvegi, 2009; Mickley et al., 2011; Leibensperger et al., 2011). A multi-model analysis begins to reconcile
these previous findings, indicating a strong sensitivity of the surface temperature response to the latitudinal
forcing distribution but limited sensitivity to longitude (Shindell at al., 2010). Applying pattern scaling
across future scenarios with large decreases in aerosols as for the RCPs may thus not be valid.

Many earlier studies have identified mitigation approaches to simultaneously improve air quality and reduce
radiative forcing, with emphasis on reductions in CHy, tropospheric O3, and black carbon aerosols (e.g.,
Bond and Sun, 2005; Fiore et al., 2008; Hansen et al., 2000; United Nations and World Meteorological
Organization, 2011; Fiore et al., 2002; Dentener et al., 2005; West et al., 2006; Royal Society, 2008;
Jacobson, 2002; Jacobson, 2010). Some have focused on specific sectors such as transportation (e.g., Uherek
et al., 2010; Myhre et al., 2011) or domestic fuel burning (e.g., Shindell et al., 2008a; Unger et al., 2008). In
the UNEP/WMO assessment, implementing current control technologies on emissions of black carbon (a
78% decrease from 2010 levels) and co-emitted species worldwide by 2030 in the coming decades is
estimated to lessen warming by 0.0-0.2 K (central estimate) (UNEP and WMO, 2011; estimated as
difference between UNEP CH4 and UNEP CH4+BC in Figure 11.38a). Not all mitigation efforts are
synergistic; for example emission controls on maritime shipping are predicted to improve air quality but
increase near-term climate forcing (Collins, Sanderson and Johnson, 2009; Eyring et al., 2010). Multiple
modeling approaches indicate that corollary reductions in sulphate-nitrate aerosols occurring for possible
aggressive CO, stabilization or air pollutant mitigation scenarios will produce a rapid rise in surface
temperatures (e.g., Wigley et al., 2009; Jacobson and Streets, 2009) possibly at rates unsafe for ecosystems
(Raes and Seinfeld, 2009). For example, Kloster et al. (2010a) show that following a maximum feasible
aerosol-abatement scenario for 2030 results in a near doubling of the warming greenhouse gases alone (from
+1 to +2 K). Reducing absorbing aerosols, particularly black carbon from fossil fuels and bio-fuels, may
offset some of the warming caused by sulphate-nitrate reductions, and some models predict relatively greater
responses over the Arctic (Jacobson, 2010; Ramana et al., 2010; Flanner et al., 2007). There remains
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considerable uncertainty in the net impact on surface temperatures of black carbon mitigation strategies,
primarily because of uncertainty in cloud feedbacks (Koch et al., 2011; Spracklen et al., 2011; Chen et al.,
2010; Yoshimori and Broccoli, 2008).

The factor-of-two changes in anthropogenic aerosol sources projected for the RCPs over the next 40 years,
which could be even larger if aggressive mitigation strategies are implemented, are expected to induce
regional climate responses. Positive feedbacks with soil moisture and low cloud cover imply a larger
sensitivity of extremes (heat waves and associated air pollution events) over the United States to the acrosol
emission scenario (Leibensperger et al., 2011; Mickley et al., 2011). Similar amplifying feedbacks have been
implicated for European warming, including through fog reduction (van Oldenborgh et al., 2009; Ceppi et
al., 2010; van Oldenborgh, Yiou and Vautard, 2010). Changes in aerosols have been shown to contribute to
circulation changes, ranging from shifts in the width of the tropics, Arctic-Oscillation phasing, monsoons, jet
locations, and associated precipitation (Allen and Sherwood, 2010 and references therein; Bollasina, Ming
and Ramaswamy, 2011; Leibensperger et al., 2011; Ming and Ramaswamy, 2011; Ming et al., 2011;
Ramanation and Carmicheal, 2008; Kawase et al., 2011; Meehl et al., 2008) with absorbing aerosols possibly
more potent at altering circulation patterns than CO, and scattering aerosols (Ming et al., 2010; Ott et al.,
2010; Randles and Ramaswamy, 2010; Wang et al., 2009). Regionally observed drying trends over Africa,
South Asia and northern China over the past decades have been attributed at least partially to anthropogenic
aerosol forcing (Ramanathan and Carmichael, 2008; Bollasina et al., 2011 and references therein),
suggesting that aerosol decreases in these regions over the next century should reverse these trends (cf. also
Chapters 10 and 14). Near-term (2030 and 2050) precipitation responses to changes in aerosol optical depth,
anthropogenic aerosols, and specific fuel emissions sectors have been documented in several modeling
studies (e.g., Jacobson and Streets, 2009; Menon and et al., 2008; Roeckner et al., 2006). The lack of
uniformity across studies, which addressed different regions and relative balances of reflecting vs. absorbing
aerosols, complicates generalization of these findings.

While many aspects of projected changes in near-term climate are insensitive to alternative scenarios for
anthropogenic emissions, plausible changes in anthropogenic methane and aerosols could exert substantial
effects (relative to natural internal variability) on global and regional climates.

[PLACEHOLDER FOR SECOND ORDER DRAFT: Land-use changes also have the potential to influence
near-term climate by changing albedo and evapotranspiration, which may have large impacts, particularly on
the regional scale.]

[INSERT FIGURE 11.38a HERE]

Figure 11.38a: Emergence of near-term differences in global mean surface air temperatures across scenarios. Increases
in 10-year mean (2016-2025, 2026-2035, 20362045 and 2046—2055) globally averaged surface air temperatures (°C)
in the CMIP5 model ensemble following each scenario (11, 15, 8, and 16 models for RCP2.6 (red), RCP4.5 (blue),
RCP6.0 (magenta), and RCP8.5 (cyan), respectively and in the CMIP3 model ensemble (22 models; black bars)
following the SRES A1b scenario. The multi-model mean (X), median (square), interquartile range (open boxes), 5—
95% distribution (whiskers) across all models are shown for each decade and scenario. Also shown are estimates for
scenarios that implement technological controls by 2030 on sources of methane (UNEP CHy) and on sources of
methane and black carbon as well as co-emitted species such as carbon monoxide, organic carbon and nitrogen oxides
(UNEP CH,4 + BC) relative to the reference scenario (UNEP Ref); symbols denote the average of the two participating
models and vertical bars denote uncertainty estimates based on (1) uncertainty in radiative forcing from each
atmospheric component (i.e., CHy, O;, individual aerosol species) in response to the emission control measures and (2)
uncertainty in the temperature response associated with the range of climate sensitivity recommended in AR-4 (United
Nations and World Meteorological Organization, 2011). To compare the UNEP and RCP values to a common baseline,
the difference between 2009 UNEP reference year temperature and the 19862005 average temperature in the
historical/RCP4.5 model ensemble was added to the UNEP values.

[INSERT FIGURE 11.38b HERE]

Figure 11.38b: Emergence of near-term differences in regional surface air temperature across the RCP scenarios.
Difference between the high (RCP8.5) and low (RCP2.6) scenarios for the CMIP5 model ensemble (12 models) surface
air temperatures averaged over 2026-2035 (left), 20362045 (middle) and 20462055 (right) in boreal winter (DJF; top
row) and summer (JJA; bottom row).
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11.4.7 The Potential for Surprises in Near-Term Climate

As discussed in Section 11.4.1, most of the projections presented in Sections 11.4.2—11.4.5 rely on the
spread amongst the CMIP5 ensemble of opportunity as an ad-hoc measure of uncertainty. It is possible that
the real world might follow a path outside (above or below) the range projected by the CMIP5 models. Such
an eventuality could arise if there are processes operating in the real world that are missing from, or
inadequately represented in, the models. Two main possibilities must be considered: 1) Future radiative and
other forcings may fall outside the range of RCP scenarios; 2) The response of the real climate system to
radiative and other forcing may differ from that projected by the CMIP5 models. A third possibility arises if
internal fluctuations in the real climate system are inadequately simulated in the models. The fidelity of the
CMIPS5 models in simulating internal climate variability is discussed in Chapter 9.

Future changes in radiative forcing will be caused by anthropogenic and natural processes. The
consequences for near-term climate of uncertainties in anthropogenic emissions and land use were discussed
in Section 11.4.6. The uncertainties in natural radiative forcing that are most important for near term climate
are those associated with future volcanic eruptions and variations in the radiation received from the sun
(solar output), and are discussed below. In addition, carbon cycle and other biogeochemical feedbacks in a
warming climate could potentially lead to abundances of CO, and CH, (and hence radiative forcing) outside
the range of the RCP scenarios. This can be seen in the AR5 projected abundances of CO, for RCP 8.5
(AIL.4.1). Large departures from these scenarios would require non-linear responses that are not expected to
play a major role in near term climate. However, the possibility of non-linear responses, and their potential
impacts on climate, are discussed in Chapters 6 and 12 respectively.

The response of the climate system to radiative and other forcing is influenced by a very wide range of
processes, not all of which are adequately simulated in the CMIP5 models (Chapter 9). Of particular concern
for projections are mechanisms that could lead to an abrupt or rapid change that affects global-to-continental
scale climate. Several such mechanisms are discussed in this assessment report; these include: rapid changes
in the Arctic (Section 11.4.5 and Chapter 12); rapid changes in the ocean’s overturning circulation (Chapter
12); rapid change of ice sheets (Chapter 13); and rapid changes in regional monsoon systems and
hydrological climate (Chapter 14). Additional mechanisms may also exist. A synthetic discussion of the
known mechanisms is included in Chapter 12, but it is important to recognise that these mechanisms have
the potential to influence climate in the near term as well as in the long term (albeit that the likelihood of
substantial impacts is generally lower for the near term). The reader should refer to Chapter 12, and the other
chapters indicated, for a detailed assessment of each mechanism.

11.4.7.1 The Effects of Future Volcanic Eruptions

As discussed in Chapter 8, explosive volcanic eruptions are the major cause of natural variations in radiative
forcing on interannual to decadal time scales. Most important are large tropical and subtropical eruptions
(such as the 1991 eruption of Mount Pinatubo) that inject substantial amounts of sulfur dioxide (SO,) into
the stratosphere. The subsequent formation of sulphate aerosols leads to a negative radiative forcing of
several W/m2, with a typical lifetime of a year (Robock, 2000). As discussed in Chapter 10, this negative
forcing causes a general cooling of Earth’s surface (although some regions warm), of a few tenths of a
degree Kelvin. In addition, there are effects on the hydrological cycle (e.g., Trenberth and Dai, 2007),
atmosphere and ocean circulation (e.g., Stenchikov et al., 2006). The surface climate response typically
persists for a few years, but the subsurface ocean response can persist for decades or centuries, with
consequences for sea level rise (Delworth et al., 2005; Stenchikov et al., 2009; Gregory, 2010).

Whilst it is possible to detect when various existing volcanoes become more active, or are more likely to
erupt, the precise timing of an eruption, the amount of sulfur dioxide emitted and its distribution in the
stratosphere are not predictable years ahead. Eruptions comparable to Mount Pinatubo will cause a short
term cooling of the climate with related effects on surface climate that persist for a few years before a return
to warming trajectories discussed in Section 11.4.2. Larger eruptions, or several eruptions occurring close
together in time, would lead to larger and/or more persistent effects (e.g., Shine and Highwood, 2001).

11.4.7.2 The Effects of Future Changes in Solar Forcing
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RCP scenarios assume an 11-year variation in total solar irradiance (TSI) but no underlying trend beyond
2005. As discussed in Chapter 8 (Section 8.3.1), on the multi-decadal timescale, the Sun is in a ‘grand solar
maximum’ of magnetic activity. However, the most recent solar minimum was the lowest and longest since
1920. Some studies (e.g., Lockwood, 2010) suggest there may be a continued decline towards a much quieter
period in the coming decades, but there is no consensus on this point (see Section 8.3.1.3). Jones et al. (2011)
use historical analogues of the current solar state to construct a range of possible TSI projections. Their
projected mean TSI value in the period 2030-2050 range is approximately 0.6 W m* lower than the average
for the period 1986—2005, and the lower end of the range includes the possibility that TSI may fall by 2060
to levels last seen during the Maunder Minimum (MM; late 17th century). However, a smaller decline is
more likely: Lockwood (2010) suggests only an 8% chance that the Sun will have returned to MM
conditions by 2060. The mean of the projected TSI changes corresponds to a mean change in solar Radiative
Forcing (RF) of approximately ~0.1 W m > by 2050. Assuming a climate sensitivity of ~0.5 K (W m %) this
translates to a global mean temperature change of ~—0.05 K, and this anomaly is very unlikely to exceed —
0.1 K. Using a simplified coupled climate model, Feulner and Rahmstorf (2010) showed that a grand solar
minimum, similar to that of the Maunder Minimum in the 17th century, would produce a decrease in global
temperatures much smaller than the warming expected from increases in anthropogenic greenhouse gases.

[START FAQ 11.1 HERE]

FAQ 11.1: If You cannot Predict the Weather Next Month, How can You Predict Climate for the Next
Decades?

Climate can sometimes be predicted far further into the future than weather can be predicted accurately.
Why? The answer has some parallels with the ability of a doctor to provide advice on what might happen to
a person in the future if he continues to smoke cigarettes. The doctor will not be able to tell the smoker when
or even if he will die from a smoking-related illness if he does not already have the illness. However, the
doctor can tell the smoker that his risk of dying from such a disease in the future will be increased if he
continues to smoke. An important statistic associated with the smoker’s future health — the likelihood of
dying from a smoking-related disease - is predicted to change even though the day-to-day evolution of his
future health in decades ahead is unpredictable.

With climate predictions we predict changes to the long-term statistics arising from weather variability over
coming decades rather than the details of the weather itself. There are natural and anthropogenic sources of
decadal climate predictability, and atmospheric, oceanic and other data is available to initialise experimental
prediction systems. In practice, however, our ability to predict near-term climate is very limited. Predictive
skill varies from place to place and from variable to variable. In fact reliable decadal predictions cannot be
provided for all variables or all locations. While prediction systems are expected to improve over coming
decades, unavoidable limits to predictive skill arising from the chaotic nature of the climate system will
always restrict our ability to predict near-term climate.

Weather and Weather Forecasts

The term “weather” is defined as the state of the atmosphere at a given time and place. Weather can change
from hour to hour and even minute to minute. “Weather forecasts” or “weather predictions” typically provide
detailed information on future air temperature, precipitation, clouds, and/or winds. Weather forecasts help to
address questions like: Will it rain tomorrow? How much rain will fall? Sometimes weather predictions are
provided in terms of probabilities. For example the weather forecast might state that “the likelihood of
rainfall in Apia tomorrow is 75%".

Modern-day weather forecasters need to have an accurate representation of the current state of the
atmosphere in order to make accurate weather predictions. However, because the atmosphere is partially
chaotic even the tiniest of errors in the depiction of the current state of the atmosphere will eventually lead to
very large errors in forecasts - the so-called “butterfly effect”. In practice forecasts of weather for periods
beyond one week into the future have very little if any skill. Climate predictions, on the other hand, can have
some skill for periods far beyond one week into the future. To understand how we first need to clarify what
we mean by “climate” and “climate prediction” and how these terms differ in meaning from “weather” and
“weather prediction”.
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Climate and Climate Predictions

“Climate” is different to “weather”. The term “climate” refers to the statistics of weather conditions over a
long period of time i.e., decades, centuries, millennia or even longer. This includes long-term averages of
e.g., air temperature and rainfall, as well as the statistics of the variability about their long-term averages e.g.,
the standard deviation of year-to-year rainfall variability from the long-term average, or the frequency of
days below 5°C.

Averages of climate variables over long periods of time are called climatological averages. We can have
climatological averages for individual months (e.g., January), for seasons (e.g., spring) or for the year as a
whole (an annual average). A “climate prediction” or “climate forecast” will address questions like: How
likely will it be that the coming summer temperature will be higher than the long-term average of past
summers? How likely will it be that the next decade will be warmer than past decades? Or more specifically:
what is the probability that temperature (in Australia say) averaged over the next ten years will exceed the
temperature in Australia averaged over the past 30 years? Climate predictions do not provide forecasts of
the detailed day-to-day evolution of future weather. Instead climate predictions provide probabilities of long-
term changes to the statistics of future climatic variables.

Predictability

Predictability in the atmosphere on seasonal, interannual and decadal time-scales can arise from certain
forms of internally generated natural climate variability — often connected to oceanic variability - and certain
types of external forcing (Sections 11.2.1, 11.2.2). External forcing that can underpin decadal predictability
includes the radiative forcing arising from long-lived increases in atmospheric greenhouse gas
concentrations. Internal variability that results in e.g., extensive, long-lived, upper ocean temperature
anomalies have the potential to provide seasonal, interannual, even decadal predictability in the overlying
atmosphere both locally and remotely through atmospheric “teleconnections”. This is very well-established
for climate predictions for the next few seasons. In Chapter 11 we assess whether or not skill extends to
forecasts for the next decade and beyond [PLACEHOLDER FOR SECOND ORDER DRAFT: this sentence
to be revised in light of subsequent CMIP5 analysis and assessment to provide a very brief overview of
extent to which decadal predictability and prediction is possible].

The magnitude of the changes in the atmosphere associated with any decadal predictability at a specific
location is extremely small compared with the size of the day-to-day variability linked to changes in weather
at that same location. So while a predictable decadal “signal’ can underpin predictability in changes to
decadal averages of certain climate variables in particular locations, the same decadal signal provides little if
any enhancement in our ability to forecast weather.

The level of predictability and apparent predictive skill arising from both internal and external forcing
(Section 11.3.5) can vary markedly from place-to-place and from variable-to-variable. Some of the reasons
for this are discussed in Sections 11.2.1 and 11.2.2. In fact recent research [check when CMIPS5 data is
available] assessed in Sections11.2.4 and 11.3.6 indicates that predictability is absent or very limited in some
variables in most locations over the surface of the earth. So in some locations we can not predict all aspects
of climate over the next decades with accuracy even if we could perfectly resolve all the technical issues
confronted when developing and conducting predictions (Sections 11.2 and 11.3.2.5). The partially chaotic
nature of the climate system precludes the possibility of reliable decadal predictions of some climate
variables in some locations.

[END FAQ 11.1 HERE]

[START FAQ 11.2 HERE]
FAQ 11.2: How do Volcanic Eruptions Affect Climate and Qur Ability to Predict Climate?
[PLACEHOLDER FOR SECOND ORDER DRAFT: The following FAQ is from Robock (2003); text to be

revised.] Large volcanic eruptions inject both mineral particles (called ash or tephra) and sulphate aerosol
precursors into the atmosphere, but it is the sulphate aerosols, because of their small size and long lifetimes,
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that are responsible for radiative forcing important for climate. The radiative and chemical effects of this
aerosol cloud produce responses in the climate system. The emissions of CO, from volcanic eruptions are at
least 100 times smaller than anthropogenic emissions, and inconsequential for climate on century time
scales. Volcanic eruptions produce global cooling, and are an important natural cause of interdecadal and
interannual climate change. Regional responses include winter warming of Northern Hemisphere continents
following major tropical eruptions and weakening of summer Asian and African monsoons following
tropical and Northern Hemisphere high latitude eruptions. The volcanic cloud also produces stratospheric
ozone depletion and enhances the diffuse radiation reaching the surface, with an impact on vegetation and
increased uptake of CO,. Very large, but rare, eruptions, such as that of Toba 74,000 years ago, may have
caused very large climate changes, but the size of those changes is not well constrained by existing evidence.

Explosive volcanic eruptions affect climate by injecting gases and aerosol particles into the stratosphere. An
eruption cloud rich in SO, will produce a long-lived aerosol cloud. Explosive eruptions that only produce
large ash particles, such as the 1980 Mount St. Helens eruption, can produce a large local weather
perturbation but do not have long-lasting climatic effects. Some volcanoes, such as Kilauea and Etna,
produce continuous large tropospheric emissions of sulphate aerosols, but only if there is a dramatic change
in these emissions will climate be changed. Stratospheric aerosol clouds last for 1-3 years, reflecting
sunlight and cooling the surface. Volcanic aerosols serve as surfaces for chemical reactions that destroy
stratospheric ozone, which lowers ultraviolet absorption and allows more ultraviolet radiation to reach the
surface. As this chemical effect depends on the presence of anthropogenic chlorine, it has only become
important in recent decades. Aerosol clouds also absorb both solar (near infrared) and terrestrial radiation,
heating the lower stratosphere. While the decrease in lower tropospheric O3 reduces the radiative heating in
the lower stratosphere, the net effect is still heating. Tropical eruptions produce asymmetric stratospheric
heating, producing a stronger polar vortex and associated positive mode of the Arctic Oscillation in
tropospheric circulation. This pattern is one of enhanced warm advection over Northern Hemisphere
continents in winter, producing winter warming after large tropical eruptions. Various analyses of past data
and computer simulations suggest a weak effect of volcanic eruptions on sea surface temperature (SST) in
the tropical Pacific, but the results conflict with each other, with some suggesting more frequent El Nifio
events and others suggesting more frequent La Nifia events. In any case, ENSO variations must be
considered when searching the climatic record for volcanic signals, as they have similar amplitudes and time
scales.

There have been several large volcanic eruptions in the past 250 years, and each has drawn attention to the
atmospheric and potential climatic effects. The 1783 Laki eruption in Iceland produced large effects in
Europe causing Benjamin Franklin, the United States ambassador to France to publish the first paper on the
subject in more than 1800 years. The eruption produced famines in Egypt, India, China, and Japan, because
it weakened the summer monsoon precipitation over Africa and Asia. The 1815 Tambora eruption, combined
with the effects of the unknown 1809 eruption, produced the “Year Without a Summer” in 1816 and inspired
Frankenstein, written by Mary Shelley on the shores of Lake Geneva, Switzerland, that summer.
Agricultural failures in both Europe and the United States that year had profound societal impacts. The 1883
Krakatau eruption was the largest explosion ever observed, and the sound wave was tracked on
microbarographs for 4 complete circuits of the Earth, taking almost 2 days for one circuit. The Royal Society
report on this eruption published 5 years later remains the most extensive report on the atmospheric effects
of a volcanic eruption. The 1963 Agung eruption produced the largest stratospheric dust veil in more than 50
years in the Northern Hemisphere, and inspired many modern scientific studies. The subsequent 1982 El
Chichén and 1991 Pinatubo eruptions produced very large stratospheric aerosol clouds and large climatic
effects.

The 1982 El Chichén eruption injected about 7 Mt of SO; into the atmosphere. There has not been a large
stratospheric injection since 1991, when Mt. Pinatubo in the Philippines put about 20 Mt of SO, into the
lower stratosphere. In 2008 Kasatochi (in the Aleutian Islands of Alaska) and in 2009 Mt. Sarychev (in the
Russian Kamchatka Peninsula) each put about 1.5 Mt SO, into the lower stratosphere, but that was not
enough to have any detectable climatic influence. The Eyjafjallajokull eruption in Iceland in 2010, while
very disruptive of air traffic for weeks, had so little SO,, and with a short lifetime of a week or so in the
troposphere, that it no impact on climate. FAQ 11.2, Figure 1 shows the record of temperature change for the
past 1000 years in the Northern Hemisphere along with the major volcanic eruptions of the period.
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[INSERT FAQ 11.2, FIGURE 1 HERE]
FAQ 11.2, Figure 1: Northern Hemisphere temperature anomaly, 1000-2000 C.E. and the major volcanic eruptions.

Because volcanic aerosols normally remain in the stratosphere no more than two or three years, the radiative
effect of volcanoes is interannual rather than interdecadal in scale. A series of volcanic eruptions could,
however, give rise to a decadal-scale cooling, such as happened with small eruptions in the decade 2001—
2010. If a period of active volcanism ends for a significant period, the climate system will slowly warm, such
as happened from 1912 to 1963. Furthermore, it is possible that feedbacks involving ice and ocean, which act
on longer time scales, could transform the short-term volcanic forcing into a longer-term effect. As a result,
the possible role of volcanoes in decadal-scale climate change remains unclear.

Recent suggestions that we consider using geo-engineering to control global climate through the creation of
a permanent stratospheric aerosol cloud have used volcanic eruptions as an analogue (See Chapters 7 and
Section 8.3.2). While volcanic eruptions indeed cool the surface, they also produce ozone depletion and
drought, and impact the growth of vegetation, thus raising cautions about the wisdom of such ideas.

While volcanologists are able to detect when various volcanoes become more active, they are not able to
predict whether a volcano will erupt, and if it does, how much sulphur it would inject into the stratosphere.
Nevertheless, it is important to recognize the three distinct ways that volcanoes affect our ability to predict
climate (see Box 11.1 for discussion of general prediction and predictability issues). First, if a violent
eruption is detected and that eruption leads to a significant injection of sulphur dioxide in the stratosphere,
then, we should be able to include this climatic forcing in our near-term (in this case 1-2 years) climate
predictions. There are substantial challenges to including this climatic forcing, such as collecting good
observational estimates of the sulphate aerosol concentrations, and modelling the life cycle of the aerosols
(i.e., their spatial and temporal distribution) and the associated radiative and chemical interactions. And
based on our observations and successful modelling of recent eruptions, we can safely predict that following
the next large tropical eruption, there will be global cooling for about 2 years, and winter warming of the
Northern Hemisphere continents for one or two years. There will also be reduced summer monsoon
precipitation over Asia and Africa. A large Northern Hemisphere high latitude eruption, if it occurs in spring
or summer, will also produce a weak summer monsoon.

The second effect of volcanoes on our ability to predict climate is to recognize that they are a potential
source of uncertainty in our predictions. We cannot predict volcanic eruptions in advance, but they will occur
and lead to short-term climatic impacts both on a local and a global scale. We can, in principle, also account
for this potential source of uncertainty by including random eruptions or eruptions based on some scenario in
our near-term ensemble climate predictions (see Box 11.1 for further discussion on the use of ensembles to
quantify prediction uncertainty). This is an area of research that needs further exploration.

Third, we can use the historical climate record along with estimates of observed sulphate aerosols as a test-
bed for evaluating the fidelity of our climate simulations (see also Chapter 9). While the climatic response to
explosive volcanic eruptions is a useful analogue for some other climatic forcings, there are also limitations.
For example, successful climate model simulations of the impact of one eruption can help validate models
used for seasonal and interannual predictions. But they cannot test all the mechanisms involved in global
warming over the next century, as long-term oceanic feedbacks are involved, which have a longer time scale
than the response to individual volcanic eruptions.

[END FAQ 11.2 HERE]
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Tables

Table 11.1: Initialization methods used in models that entered CMIP5 near-term experiments

CMIPS Near-Term Players Initialization Perturbation
CMIPS 0fﬁ01al AGCM OGCM
N £ modeli model id A I
ame of modeling center Atmosphere/ Land Ocean Sea Ice noma’y Atmos Ocean
(or group) Assimilation?
Beijing Climate Center, China
Meteorological Administration | BCC-CSM1.1 2.8°L26 1°L40 no SST, T&S (SODA) no no perturbed atmos/ocean
(BCC) China
Canadian Centre for Climate Ocean assimilation
Modelling and Analysis CanCM4 2.8°L35 0.9°L40 ERA40/Interim (Tang et al. 2004) yes no ensemble assimilation
(CCCMA) Canada /forced OGCM
. . forced OGCM /
Community Climate System o
CCSM4 0.5°L30 0.5°L60 no ocean assimilation
Model (CCSM) USA (DART)
Centro Euro-Mediterraneo per concentration
I Cambiamenti Climatici CMCC-CM 0.8°L31 1.2°L31 no S(S)'Zéaiggia(lnji(s})v from no ensemble assimilation
(CMCC-CM) Italy Y ocean analysis
. o no (KNMI & ensemble ocean
Eég‘%ig;g;’%ﬁ:;m EC-EARTH  LI°L62  1°L42 | ERA40/interim ?;‘E&%f;iﬁag’; 1C3) & yes S?;Zr;l‘;?tszgéfs assimilation
) (SMHI) (NEMOVAR)
Max Planck Institute for
o o T&S from forced yes
Meteorology (MPI-M) MPI-ESM 0.9°L95 0.5°L40 no OGCM no yes 1-day lagged
Germany
Geophysical Fluid Dynamics o o .
Laboratory (GFDL) USA GFDL-CM2.1 2°L24 0.9°L50 NCEP reanalysis coupled EnKF no no coupled EnKF
Met Office Hadley Centre o o ERA40/ECMWF SST, T&S (Smith .
(MOHC) UK HadCM3 2.5°L19 1.3°L20 operational and Murphy, 2007) HADISST yes no SST perturbation
Institut Pierre-Simon Laplace IPSL-CM5A- o o . white nose on
(IPSL) France LR 1.9°L39 2°L31 reanalysis SST yes no SST
AORI/NIES/JAMSTEC MIROC4h 0.6°L56 0.2°L48 SST, T&S (Ishii- tart dat d bl imilati
(MIROC) Japan MIROCS 1.4°L40  0.8°L50 no Kimoto (2009) no yes start dates and ensemble asstmuation
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Figure 11.1: The evolution of observed global mean temperature as the difference from the 1901-1950 average (the
black line) where 7(¢) = T (1) +T,(¢) is the sum of an externally forced component 7; (red line) and an internally

generated component T; (the difference between the black and red lines). An ensemble of possible “realizations” of
temperature evolution is represented by the yellow lines.
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Figure 11.2: A schematic representation of predictability as the rate of separation of initially close states and the
connection with forecast error growth. The actual evolution of the system is represented as the black line, the
uncertainty in initial conditions by the yellow oval and the resulting cloud of trajectories by the thin lines. A
deterministic climate prediction attempts to follow the black line to predict 77(z), or other climate variable, at some
time ¢ beyond the present. A probabilistic climate prediction takes the form of a probability distribution p(7,z) providing
information on the probability of realizing a particular result.
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Fig B3

Figure 11.3: Schematic evolution of predictability and error growth in terms of probability. The probability distribution
corresponding to the forced component p(7;¢) is in red with the deeper shades indicating higher probability. The
probabilistic representation of the forecast p(7,¢) is in blue. The initially sharply peaked distribution broadens with time
as information about the initial conditions is lost until the initialized climate prediction becomes indistinguishable from
an uninitialized climate projection.
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Figure 11.4: Sources of uncertainty in climate projections as a function of lead time. a) Projections of global mean
decadal mean surface air temperature to 2100 together with a quantification of the uncertainty arising from internal
variability (orange), response uncertainty (blue), and forcing uncertainty (green). b) shows the same results as in (a) but
expressed as a percentage of the total uncertainty at each lead time. c), e), f) show results for: global mean decadal and
annual mean precipitation, British Isles decadal mean surface air temperature, and boreal winter (December-February)
decadal mean precipitation. d) shows signal-to-noise ratio for decadal mean surface air temperature for the regions
indicated. The signal is defined as the simulated multi-model mean change in surface air temperature relative to the
simulated mean surface air temperature in the period 1971-2000, and the noise is defined as the total uncertainty. See
text and Hawkins & Sutton (2009,2010) for further details. This version of the figure is based on CMIP3 results and
neglects the contribution from carbon cycle (and other biogeochemical) feedbacks to response uncertainty.
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Figure 11.5: (a) Control run MOC (black line), prediction results (thin coloured lines) and ensemble mean (red line) in
predictability experiments with the GFDL model. (b) predictability measures of the MOC (black) and of North Atlantic
subsurface temperature, heat content and sea surface height (from Msadek et al), (c) initial condition (green) and
externally forced (blue) components of predictability of the North Atlantic MOC, 500m temperature and SST (from
Teng et al.), (d) initial condition (green) and externally forced (blue) predictability for upper ocean temperature
predictability in extratropical and tropical ocean basins from the NCAR model, (e) initial condition predictability for

different models for N. Atlantic and N. Pacific upper ocean temperatures (from Branstator et al. 2011)

basins from the NCAR model, (e) initial condition predictability for different models for N. Atlantic and N. Pacific

upper ocean temperatures (from Branstator et al. 2011).
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Figure 11.6: Contributions to decadal potential predictability from the externally forced component (upper panel),
internal generated component (middle panel) and both together (lower panel). Multi-model results from CMIP3.
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Figure 11.7: Ensemble-mean correlation with the observations (left column) and time series of 2-5 (middle column)
and 6-9 (right column) year average predictions of the global-mean temperature (top row), AMV (middle row) and IPO
(bottom row) from the ENSEMBLES (black), CMIP5 Assim (dark green) and NoAssim (light green) and DePreSys
Assim (dark purple) and NoAssim (light purple) forecast systems. The AMV index was computed as the SST anomalies
averaged over the region Equator-60°N and 80°-0°W minus the SST anomalies averaged over 60°S—60°N (Trenberth
and Shea 2006). The IPO index is the principal component of the leading EOF of each model using SSTs in the region
50°S-50°N / 100°E—290°E where the mean SST over 60°S—60°N have been previously removed. Predictions initialized
once every five years over the period 1960-2005 have been used. The CMIP5 multi-model includes experiments from
the HadCM3, MIROC5, MIROC4h and MRI-CGCM3 systems. The one-side 95% confidence level is represented in
grey, where the number of degrees of freedom has been computed taking into account the autocorrelation of the
observational time series. The observational time series, GISS global-mean temperature and ERSST for the AMV and
IPO, are represented with red (positive anomalies) and blue (negative anomalies) vertical bars, where a four-year
running mean has been applied for consistency with the time averaging of the predictions.
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Figure 11.8: Near surface air temperature ensemble-mean correlation of the CMIP5 multi-model for the Assim (left
column), NoAssim (middle column) and their difference (right column) for the first year (top row) and the averaged 2—
5 (middle row) and 6-9 (bottom row) years forecast period. The CMIP5 multi-model includes experiments from the
HadCM3, MIROC5, MIROC4h and MRI-CGCMS3 systems. The black dots correspond to the points where the
correlation is statistically significant with 95% confidence using a one-sided (two sided for the correlation differences)
parametric test. A Fisher Z-transform of the correlations has been applied before applying the inference test to the
correlation differences. A combination of GHCN (Fan and van den Dool, 2007), ERSST (Smith and Reynolds 2003)
and GISS (Hansen et al., 2010) temperatures is used as a reference. The correlation has been computed with hindcasts
started over the period 1960-2005. The left- (right-) hand side colour bar is for the correlations (differences between the
correlations).
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Figure 11.9: Land precipitation ensemble-mean correlation of the CMIP5 multi-model for the Assim (left column),
NoAssim (middle column) and their difference (right column) for the first year (top row) and the averaged 2-5 (middle
row) and 6-9 (bottom row) years forecast period. The CMIP5 multi-model includes experiments from the HadCM3,
MIROC5, MIROC4h and MRI-CGCM3 systems. The black dots correspond to the points where the correlation is
statistically significant with 95% confidence using a one-sided (two sided for the correlation differences) parametric
test. A Fisher Z-transform of the correlations has been applied before applying the inference test to the correlation
differences. GPCC precipitation is used as a reference. The correlation has been computed with hindcasts started over
the period 1960-2005. The left- (right-) hand side colour bar is for the correlations (differences between the
correlations).

Do Not Cite, Quote or Distribute 11-76 Total pages: 102



© 00 N o o~ WwN

First Order Draft Chapter 11 IPCC WGI Fifth Assessment Report

Figure 11.10: Near surface air temperature ensemble-mean centred correlation for DePreSys b) with five-year intervals
between start dates and d) with one-year intervals between start dates, for the forecast period 2-5 years. A combination
of GHCN (Fan and van den Dool, 2007), ERSST (Smith and Reynolds, 2003) and GISS (Hansen et al., 2010)
temperatures is used as a reference. The correlation has been computed with hindcasts started over the period 1960-
2005.
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Figure 11.11: a) Projections of global mean, annual mean surface air temperature 1986-2050 (anomalies relative to
1986-2005) under RCP4.5 from CMIP5 models (grey lines, one ensemble member per model), with five observational
estimates (HadCRUT3 — Brohan et al., 2006; ERA-Interim - Simmons et al., 2010; GISTEMP - Hansen et al., 2010;
NOAA — Smith et al., 2008; 20th century reanalysis — Compo et al., 2011) for the period 1986-2010 (black lines); b) as
a) but showing the range (grey shades, with the multi-model mean in white) of decadal mean CMIP5 projections using
(where relevant) the ensemble mean from each model, and decadal mean observational estimates (black lines). An
estimate of the projected 5-95% range for decadal mean global mean surface air temperature for the period 2016-2040
derived using the ASK methodology applied to simulations with the HadGEMZ2ES climate model is also shown (dashed
black lines). The red line shows a statistical prediction based on the method of Lean and Rind (2009).
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Figure 11.12: CMIP5 multi-model ensemble median of projected changes in surface air temperature for the period
2016-2035 relative to 1986—2005 under RCP4.5 relative to the 2086—-2005 period (left panels). The right panels show
an estimate of the natural internal variability in the quantity plotted in the left panels (see Annex | Atlas for details of
method). Hatching in left panels indicates areas where projected changes are less than one standard deviation of
estimated natural variability of these 20-year differences.
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Figure 11.13: Time of emergence of significant local warming derived from CMIP3 models under the SRES A1B
scenario. Warming is quantified as the half-year mean temperature anomaly relative to 1986-2005, and the noise as the
standard deviation of half-year mean temperature derived from a control simulation of the relevant model. Central
panels show the median time at which the signal-to-noise ratio exceeds a threshold value of 2 for (left) the October-
March half year and (right) the April-September half year, using a spatial resolution of 5° x 5°. Histograms show the
distribution of emergence times for area averages over the regions indicated obtained from the different CMIP3 models.
Full details of the methodology may be found in Hawkins and Sutton (2011).
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Figure 11.14: Zonal mean temperature differences, 2016—-2035 minus 1986-2005, for the CMIP5 multi-model
ensemble (°C), for a) DJF, b) JJA, and C) annual mean.
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Figure 11.15: Surface atmospheric humidity differences, 2016—2035 minus 1986—2005, for the CMIP5 multi-model
ensemble (%), for a) DJF, b) JJA, and C) annual mean.
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Figure 11.16: CMIP5 multi-model ensemble median of projected changes in precipitation for the period 2016-2035
relative to 1986-2005 under RCP4.5 in mm/day (upper panels). The lower panels show an estimate of the natural
internal variability in the quantity plotted in the upper panels (see Annex | Atlas for details of method). Hatching in
upper panels indicates projected changes are everywhere less than 2 times standard deviation of estimated natural
variability.
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Figure 11.17: CMIP5 multi-model projections of changes in annual mean zonal mean precipitation (mm/day) for the
period 2016-2035 relative to 1986-2005 under RCP4.5. Vertical lines indicate median, inter-quartile and 5-95% ranges
of the model responses. Shading indicates 1 standard deviation of the estimated natural internal variability (see Annex |
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Figure 11.18: CMIP5 multi-model mean projected changes in annual mean runoff (%), evaporation (%), soil moisture
(%) [and specific humidity (%)] for the period 2016-2035 relative to 1986-2005 under RCP4.5.
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Projected Multi-Model Change in Annual-Averaged 850hPa Zonal Wind Velocity
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Figure 11.19: [PLACEHOLDER FOR SECOND ORDER DRAFT: to make final; Projected changes in annual-
averaged zonal (west-to-east) wind at 850hPa based on the average of 23 AOGCMs from the CMIP3 (Meehl et al.,
2007) multi-model ensemble, under 21st Century Emissions Scenario SRESA1B. Gray shading indicates where the
multi-model average AOGCM anomalies are smaller than two standard deviations of the multi-AOGCM estimate of
internal variability from the control climate integrations. Values referenced to the 1986—2005 climatology.]
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Figure 11.20: Projected changes in the annual-averaged poleward edge of the Hadley Circulation (horizontal axis) and
sub-tropical dry zones (vertical axis) based on 19 AOGCMs from the CMIP3 (Meehl et al., 2007) multi-model
ensemble, under 21st Century Emissions Scenario SRESA1B. Orange symbols show the change in the northern edge of
the Hadley Circulation/dry zones, while blue symbols show the change in the southern edge of the Hadley
Circulation/dry zones. Open circles indicate the multi-model average, while horizontal and vertical colored lines
indicate the +1-standard deviation range for internal climate variability estimated from each model. VValues referenced
to the 1986-2005 climatology. Figure based on the methodology of Lu et al., 2007.
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Projected Change in East-West Equatorial Pacific Sea Level Pressure Gradient (hPa):
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Figure 11.21: Projected changes in the strength of the Pacific Walker Circulation, as estimated using the east-west sea
level pressure gradient across the equatorial Pacific (Vecchi and Soden, 2007), based on 24 AOGCMSs from the CMIP3
(Meehl et al., 2007) multi-model ensemble, under 21st Century Emissions Scenario SRESA1B. Thin gray lines indicate
the five-year running average for each model, red line indicates the multi-model five-year running average. Blue
horizontal lines indicate the 2016-2035 values for each model, with the orange line indicating the multi-model averaged
projection for 2016-2035. Values referenced to the 1986-2005 climatology.
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Figure 11.22: Global mean projections for the occurrence of warm and wet days from CMIP5 for the RCP2.6, RCP4.5
and RCP8.5 scenarios relative to 1986-2005. Panel (a) shows percentage of warm days (tx90p: Tmax exceeds the 90th

percentile), panel (b) shows relative change of very wet days (pr95p: annual total precipitation when daily precipitation
exceeds 95th percentile).
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Figure 11.23: European-scale projections from the ENSEMBLES regional climate modelling project for 2016-2035
relative to 1986—2005, with top and bottom panels applicable to JJA and DJF, respectively. For temperature, projected
changes (°C) are displayed in terms of ensemble mean changes of (a,c) mean seasonal surface temperature, and (b,d)
the 90th percentile of daily maximum temperatures. For precipitation, projected changes (%) are displayed in terms of
ensemble mean changes of (e,g) mean seasonal precipitation and (f,h) the 95th percentile of daily precipitation. The
stippling in (e-h) highlights regions where 80% of the models agree in the sign of the change (for temperature all
models agree on the sign of the change). The analysis includes the following 10 RCM-GCM simulation chains for the
SRES A1B scenario (haming includes RCM group and GCM simulation): HadRM3Q0-HadCM3QO0, ETHZ-
HadCM3Q0, HadRM3Q3-HadCM3Q3, SMHI-HadCM3Q3, HadRM3Q16-HadCM3Q16, SMHI-BCM, DMI-ARPEGE,
KNMI-ECHAMS, MPI-ECHAMS5, DMI-ECHAMS (Figure courtesy of Jan Rajczak, ETH Ziirich).
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Figure 11.24: Projected CH4 (a) anthropogenic emissions and (b) atmospheric abundances for the four RCP scenarios
(2010-2100). The thick solid lines show the published RCP values: black +, RCP8.5; red square, RCP6.0; blue o,
RCP4.5; green *, RCP 2.6. Thin lines with markers show values from this assessment. The shaded region shows the +1
SD from the Monte Carlo calculations that consider uncertainties, including the current magnitude of the anthropogenic
emissions.

Do Not Cite, Quote or Distribute 11-91 Total pages: 102



© O N O g~ W N

N NN RNRNNRERRRRRRR R B 2
O B WOWNREP O OO®NOOOMWRNNRO

First Order Draft Chapter 11 IPCC WGI Fifth Assessment Report

i5E 00| @ (42 | AGPEE || AeEed |
MFR i,

10— . _&
e | of | fo| ]

B 5 . Lk ]:' %
& i I:= I '.E::.' | I
05_-3;1-1_1*.: =I - I I z| I+ 11]
£ T [ [
=5 . [ If L
| 1
-10/| v ik
L SAQAaQCC SA AV SA A A AWCC A AVCC A AVCC A AV
GLOBAL NHEMI SHEMI  NAMER/USA EUROPE EASIA SASIA SAMER
305 2050 A2  RCPB5 T =
= Al : :
20 = CLIMATE : :
= CLE | :
= I -
5 TOF T e b - - | = - =
2 B = . B - o
& E o T ol W e T
[1]= - bz H | | -I- s - l T EE i =i 2 E: =
* | - i R
; il L
-10, g il
| E 4t P P
I T T 1 H H B H
=20} K cc E BG GHBCC X8 B8 CC B H CC 8 HBCC
GLOBAL NAMER /USA EUROPE EASIA SASIA

Figure 11.25: Changes in surface O3 solely due to climate (blue) or emissions (colored by emission scenario) reported
in the literature in 2030 (top) and 2050 (bottom) for selected world regions. Results from individual studies are labeled
by letters underneath the corresponding plot symbols. Vertical bars represent a combination of ranges as reported in the
literature: (1) multi-model mean and standard deviations in annual mean, spatial averages from the
ACCENT/Photocomp study for 2030 ((Dentener et al., 2006b), A); (2) application of a parameterization developed
from the multi-model ensemble of the Task Force on Hemispheric Transport of Air Pollution [TF HTAP, 2010]
regional source-receptor relationships to estimate surface O; response for several emission scenarios in 2030 and 2050
globally and within the TF HTAP continental regions (Wild et al., 2011, C); (3) spatial averages across a region,
denoted by filled squares (Szopa et al., 2006, D; Avise et al., 2009, E; Tagaris et al., 2007, I; Racherla and Adams,
2006, K; Hogrefe et al., 2004, M; Unger et al., JGR, 2006, Q; Fiore et al., JGR, 2008, T; West et al., PNAS, 2006, U;
Fiore et al., GRL, 2002, W; Katragkou et al., in press JGR, X )(4) spatial ranges across a region as estimated with one
model or combined across several individual modeling studies, denoted by dashed lines ([Need to insert “Royal” before
“Society” in endnotes] ((Society 2008b), B; Szopa et al., 2006, D; Forkel and Knoche, 2006, F; Wu et al., 2008a (air
quality), G; Wu et al., 2008b (background), H; Nolte et al., JGR, 2008, J; Racherla and Adams 2006, K; Zhang et al.,
2008, L; Racherla and Adams, 2008, P; Tagaris et al., 2009, R; Stevenson et al., 2005, S; Dentener et al., ACP 2005, V;
Y; Lam et al., 2011, Z) Regional definitions, methods, and reported metrics (e.g., 24-hour versus daily maximum values
over a 1-hour or 8-hour averaging period, annual or seasonal averages) vary across studies. Climate change scenarios
vary across studies, but are combined into ranges denoted by blue bars for two reasons: (1) there is little detectable
cross-scenario difference in the climate response in 2030 (Section 11.4.7), and (2) many of these estimated are based on
simulations that are too short to cleanly attribute a climate change signal and thus it is not appropriate to attribute
differences to particular forcing scenarios.
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Figure 11.26a: Changes in near-term annual mean surface ozone (ppb) following the RCP scenarios, spatially averaged
over selected world regions (shaded land regions) and from CMIP5 chemistry-climate model ensemble (3 models,
colored lines denote ensemble mean and shading denotes full range across models for each RCP). Filled circles with
vertical lines indicate the multi-model average and full cross-model range from the 2030 and 2050 ACCMIP decadal
time slice simulations, colored by RCP scenario (4 models for RCP2.6 and RCP4.5; 3 models for RCP8.5; 2 models for
RCP6.0 in 2030, and 1 model for all RCP scenarios in 2050). Changes are relative to the 1986-2005 reference period
for the transient simulations, and relative to the average of the 1980 and 2000 decadal time slices for the ACCMIP
ensemble. The average ozone value during the reference period, spatially averaged over each region, is shown in each
panel, with the standard deviation reflecting the cross-model range (transient CMIP5 models on the left; ACCMIP
models on the right). In cases where multiple ensemble members were available from a single model, they were
averaged first before inclusion into the multi-model mean.

Figure 11.26b: [PLACEHOLDER FOR SECOND ORDER DRAFT: As in 11.24a, but for PM2 if sufficient number of
models are available.]
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Figure 11.27: [PLACEHOLDER FOR SECOND ORDER DRAFT: Illustrate projected change in extreme metric,
following general structure of Figure 11.24 but considering e.g., frequency of days above a threshold value for ozone
and/or PM due to climate change only — if sufficient number of models contribute results from ACCMIP RCP8.5
climate-change-only simulations.]
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Projected Changes in Global Ocean Temperature Differences to 1986-2005
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Figure 11.28: Projected changes in annual-averaged, globally-averaged, depth-averaged ocean temperature based on
twelve AOGCMs from the CMIP3 (Meehl et al., 2007) multi-model ensemble, under 21st Century Emissions Scenario
SRESAI1B. Top panel shows changes of sea surface temperature, middle panel ocean temperature changes averaged
over the upper 700 meters of the ocean, bottom panel shows changes averaged over the full ocean depth. Thin black
lines show the evolution for each of the twelve AOGCMs, red line shows the average of all twelve projections, the blue
line indicates an estimate of the average magnitude of internal variability of all twelve AOGCMs (2sigma).Gray
horizontal lines indicate the 2016-2035 average anomaly for each of the twelve AOGCMs, while the orange horizontal
line indicates the multi-model average 2016—-2035 anomaly. The fifty-year running average from each model’s control
climate integration was removed from each line. Values referenced to the 1986-2005 climatology of each AOGCM.
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Figure 11.29: Projected changes, as a function of depth, in annual-averaged, globally-averaged ocean temperature
based on the average of twelve AOGCMs from the CMIP3 (Meehl et al., 2007) multi-model ensemble, under 21st
Century Emissions Scenario SRESA1B. Gray shading indicates where the multi-model average AOGCM anomalies are
smaller than two standard deviations of the multi-AOGCM estimate of internal variability from the control climate
integrations. The fifty-year running average from each model’s control climate integration was removed from each line.
Values referenced to the 1986-2005 climatology of each AOGCM.
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1
Projected Sea Surface Temperature Anomaly (°C) 2016-2035 Projected 0-700m Ocean Temperature Anomaly (°C) 2016-2035
relative to 1986-2005 relative to 1986-2005
I
Standard deviation of 20-year averaged sea surface temperature Standard deviation of 20-year averaged 0-700m ocean temperature
from internal climate variability (°C) from internal climate variability (°C)
2
3
4 Figure 11.30: Upper panels show the projected changes averaged 2016—2035 relative to 1986—2005 in sea surface
5  temperature (left panels) and temperature averaged over the upper 700 meters of the ocean (right panels), as a function
6 of latitude and longitude. Lower panels show the standard deviation of twenty-year averages of sea surface temperature
7 (left panels) and temperature averaged over the upper 700 meters of the ocean (right panels) arising from internal
8  climate variability in these models. Figures based on the average of twelve AOGCMs from the CMIP3 (Meehl et al.,
9 2007) multi-model ensemble, under 21st Century Emissions Scenario SRESA1B. Gray shading indicates where the
10 multi-model average AOGCM anomalies are smaller than two standard deviations of the multi-AOGCM estimate of
11 internal variability from the control climate integrations, black stippling indicates where at least four (1/3) of the models
12 disagree on the sign of the change. The fifty-year running average from each model’s control climate integration was
13 removed from each line.
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Figure 11.31: [PLACEHOLDER FOR SECOND ORDER DRAFT: Currently shaded at 1 sigma. Same as Figure
11.XX, but for regional averages]
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Figure 11.32: [PLACEHOLDER FOR SECOND ORDER DRAFT: Arctic September sea ice coverage (%) for 2016—
2035 from a CMIP5 multi-model average for the RCP4.5 scenario that is representative of all the RCP scenarios for this
time period.]

Figure 11.33: [PLACEHOLDER FOR SECOND ORDER DRAFT: Same as Figure 11.32 but for February.]

Figure 11.34: [PLACEHOLDER FOR SECOND ORDER DRAFT: Same as Figure 11.32 but for the Antarctic.]

Figure 11.35: [PLACEHOLDER FOR SECOND ORDER DRAFT: Same as Figure 11.33 but for the Antarctic.]

Figure 11.36: [PLACEHOLDER FOR SECOND ORDER DRAFT: Change in snow cover fraction for a March-April
average using a 15% extent threshold from the CMIP5 multi-model average for RCP4.5 which is representative of all
the RCP scenarios for this time period.]

Figure 11.37: [PLACEHOLDER FOR SECOND ORDER DRAFT: Annual mean change in permafrost for 2016—-2035
average minus 1986—2005 base period for RCP4.5 from the CMIP5 multi-model average for RCP4.5 which is
representative of al | the RCP scenarios for this time period.]
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Figure 11.38a: Emergence of near-term differences in global mean surface air temperatures across scenarios. Increases
in 10-year mean (2016-2025, 2026-2035, 2036—2045 and 2046-2055) globally averaged surface air temperatures (°C)
in the CMIP5 model ensemble following each scenario (11, 15, 8, and 16 models for RCP2.6 (red), RCP4.5 (blue),
RCP6.0 (magenta), and RCP8.5 (cyan), respectively and in the CMIP3 model ensemble (22 models; black bars)
following the SRES Alb scenario. The multi-model mean (X), median (square), interquartile range (open boxes), 5—
95% distribution (whiskers) across all models are shown for each decade and scenario. Also shown are estimates for
scenarios that implement technological controls by 2030 on sources of methane (UNEP CH,) and on sources of
methane and black carbon as well as co-emitted species such as carbon monoxide, organic carbon and nitrogen oxides
(UNEP CH, + BC) relative to the reference scenario (UNEP Ref); symbols denote the average of the two participating
models and vertical bars denote uncertainty estimates based on (1) uncertainty in radiative forcing from each
atmospheric component (i.e., CH,4, Os, individual aerosol species) in response to the emission control measures and (2)
uncertainty in the temperature response associated with the range of climate sensitivity recommended in AR-4 (United
Nations and World Meteorological Organization, 2011). To compare the UNEP and RCP values to a common baseline,
the difference between 2009 UNEP reference year temperature and the 1986—-2005 average temperature in the
historical/RCP4.5 model ensemble was added to the UNEP values.
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Figure 11.38b: Emergence of near-term differences in regional surface air temperature across the RCP scenarios.
Difference between the high (RCP8.5) and low (RCP2.6) scenarios for the CMIP5 model ensemble (12 models) surface
air temperatures averaged over 2026-2035 (left), 2036-2045 (middle) and 2046-2055 (right) in boreal winter (DJF; top
row) and summer (JJA; bottom row).

Do Not Cite, Quote or Distribute 11-101 Total pages: 102



3

First Order Draft

Chapter 11

IPCC WGI Fifth Assessment Report

Mann et al. Hockey Stick and CRU Instrumental NH Temperature Anomaly
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FAQ 11.2, Figure 1: Northern Hemisphere temperature anomaly, 1000-2000 C.E. and the major volcanic eruptions.
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