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Revisiting film theory to consider approaches for
enhanced solvent-process design for carbon
capture

Jennifer Wilcox,* Panithita Rochana, Abby Kirchofer, Guenther Glatz and Jiajun He

Application of carbon capture at the gigaton-scale necessary for significant reduction in atmospheric CO2

requires a portfolio of technologies for applications that may span point-source capture to more dilute

systems such as CO2 removal from the atmosphere. We argue that for absorption separation processes

there is a strong coupling between the solvent and process properties, which are uniquely dependent

upon the starting concentration of CO2. We revisit Whitman's film theory and consider mass-transfer

correlations to determine the most critical solvent and process parameters that influence the flux of CO2

from the gas to the liquid phase, within which it is ultimately captured. Finally, results of this work

indicate, for instance, that increasing the kinetics of a reacting solvent with CO2 has a greater impact on

direct air capture (DAC) systems, than natural gas- or coal-fired power plant emissions. In addition, the

solvent kinetics is a more influential parameter than the Henry's law solubility coefficient for DAC

systems, while the reverse may be found for more concentrated CO2 gas mixtures.
Broader context

Application of carbon capture at the gigaton-scale necessary for signicant reduction in atmospheric CO2 requires a portfolio of technologies for applications
that may span point-source capture tomore dilute systems such as CO2 removal from the atmosphere. We argue that for absorption separation processes there is
a strong coupling between the solvent and process properties, which are uniquely dependent upon the starting concentration of CO2. In this work we revisit
Whitman's lm theory and consider mass-transfer correlations to determine the most sensitive solvent and process parameters that inuence the ux of CO2

from the gas to liquid phase, within which it is ultimately captured. Results of this work will provide insight into new designs of materials and processes for CO2

capture over a variety of applications in order to meet the gigaton CO2 challenge, which will require signicant reductions of CO2 at this scale.
Introduction

Carbon capture and storage and utilization (CCS and CCU) are
commonly considered a signicant component of the portfolio of
solutions to slowing global warming. According to the Energy Infor-
mation Agency's (EIA) Energy Technology Perspective 2012, progress
in CCS is signicantly lagging despite the fact that this technology is
anticipated to have signicant impact.1 They estimate that CCS
could account for up to 20% of carbon dioxide (CO2) reductions
by 2050, but without large-scale CCS demonstrations rapid deploy-
ment in the electricity and industry sectors will be limited.

Global CO2 emissions reached a record high of 31.6 gigatons
(Gt) in 2011, according to preliminary estimates from the Inter-
national Energy Agency (IEA).2 Table 1 lists 2009 emissions from
energy-related activities, totaling 28.8 Gt, with 43% from coal,
37% from oil, and 20% fromnatural gas. It has been indicated in
previous studies that limiting cumulative CO2 emissions to 1000
Gt over the 2000–2050 time rangewould lead to a 25%probability
g, Stanford University, 367 Panama St,

stanford.edu

hemistry 2014
of global warming exceeding 2 �C, while a cumulative limit of
1440 Gt CO2 leads to a 50% probability of warming beyond 2 �C,
which could have irreversible effects on our environment.3,4

Combining known cumulative emissions5 from 2000–2006 of
�234Gtwith IEA-reported6 2007–2009 estimates of�87Gt yields
2000–2009 cumulative emissions of�321Gt. Using an estimated
annual increase in combined coal, petroleum, and natural gas
usage of 1.2% reported by BP in their recent statistical review,7BP
Energy Outlook 2030, business-as-usual (BAU) projected cumu-
lative emissions spanning 2000–2050 are�1791 Gt, as shown in
Table 1. In addition, dependence oncoal, petroleum, andnatural
gas was projected to increase annually by 0.3%, 0.9%, and 2.3%,
respectively.7 To prevent 2 �C warming by 2050 requires avoid-
ance of �800 Gt of cumulative CO2 emissions by this time.
Although CCS may be only one of the several key components of
the portfolio ofmitigation strategies,8–10 several scenarios shown
in Table 1 provide insight into the potential impact CCS could
have, provided technology is advanced to make this strategy
more economically feasible.

Replacing coal with natural gas for electricity generation has
the potential to mitigate nearly�280 Gt CO2, but alone does not
Energy Environ. Sci., 2014, 7, 1769–1785 | 1769
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Table 1 CO2 mitigation potential of various strategies (in units of Gt)

2009 emissions
Projected BAU
2050 emissions

Cumulative BAU
emissions up to 2050

Coal 12 14 1791
Natural gas 6 15
Oil 11 15
Total 29 44

Scenario
Projected 2050
emissions

Cumulative emissions
up to 2050

Coal replaced with
natural gasa

37 1512

90% capture from
electricity sectorb

28 1251

90% capture from
electricity + transportation
sectors

22 1025

50% capture from
transportation sectorc

39 1622

50% capture from
transportation + 90%
capture from electricity

23 1083

a Assuming that CO2 emissions from natural gas are 50% of that from
coal, note that this is equivalent to 50% CO2 capture.

b Assuming that
the fraction of CO2 generated from the electricity sector is 40%.
c Assuming that the fraction of CO2 generated from the transportation
sector (road only) is 16%.
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bring cumulative emissions near the 1000 Gt target over the
2000–2050 timeframe. Depending on the rank of coal, emis-
sions may range between 835 and 940 g CO2 per kW per h, while
natural gas emits on average 500 g CO2 per kW per h.6 There-
fore, replacing coal with natural gas is equivalent to �50%
capture of CO2 from coal-red units. It is also important to note
that the concentration of CO2 is signicantly lower in ue gas of
a natural gas-red unit (i.e., 4–6 mol%) than a coal-red unit
(i.e., 12–14 mol%), which makes CO2 capture potentially more
energy-intensive in the case of natural gas and slightly offsets
the 50% reduction in CO2 emissions.11,12

In 2009, emissions associated with the transportation sector
constituted �23% of global emissions, with road transport
accounting for �17%, specically. Since CO2 emitted from
transportation leads to distributed emissions, the most feasible
carbon capture strategy to mitigate transportation emissions
would be direct air capture (DAC). However, CO2 in air is signif-
icantly more dilute than CO2 in the ue gas of a natural gas-red
power plant, with tropospheric CO2 levels currently estimated at
�400 ppm.13 A possible alternative is to consider electrifying the
transportation sector, allowing for point-source CO2 capture,
which is signicantly less energy-intensive and potentially less
costly per mole of CO2 captured. However, it is important to
recognize the extensive infrastructure costs that would be
required to electrify ground transportation. Another option for
possible mitigation of CO2 from the transportation sector is to
replace the current eet of automobiles (i.e., approximately
1 billion) that run on traditional internal combustion engines
burning gasoline and diesel with those that burn hydrogen,
1770 | Energy Environ. Sci., 2014, 7, 1769–1785
resulting in the sole combustion byproduct of water vapor. This
of course would require hydrogen, which is primarily sourced
from natural gas.14,15 Hence, alternative strategies would have to
be realized to limit CO2 from H2 production. This could include
advances in electro- and photocatalysis using non-carbonized
energy resources such as wind and solar. Another optionmay be
to produce H2 from natural gas in a process that includes CO2

capture such as a metallic membrane reactor combined with
steam methane reforming and water–gas shi.16

It has beenwell documented that the cost of CO2 capture from
point sources is less expensive than capture directly from the
atmosphere;11,17however, given the scenarios considered inTable
1, both strategies may be required to prevent 2 �C of warming by
2050.Baseduponexistinggasseparation technologies, thecost of
CO2 capture directly froma coal-redue gas has been estimated
between$80–$100per tonofCO2 avoided,while estimates ofDAC
are reported between $600–$1000 per ton of CO2 avoided.11,17 The
scale of CO2 to be separated is greater than any gas separation
process carried out to date, and due to this scale of CO2, unless
technological advances aremade to decrease the costs of capture,
this strategy may not play a signicant role in preventing global
warming. Decreasing these costs will require advances in both
material science and process design.

In the current work we show for absorption-based separation
processes that there are both process- and material-specic
properties that may be ideal for point-source capture versusDAC,
and that these may be unique to a given application. As techno-
logical advances are made in the eld of carbon capture, it is
important to keep in mind the physical limitations of material-
process combinations for a given application. This study focuses
on the fundamental separation principles of CO2 from dilute gas
mixtures, including air and theue gases of natural gas- and coal-
red power plants. In particular, the aim is to provide a deeper
understanding of the underlying mechanisms of CO2 transport
from the gas to the liquid phase toward optimization of both
process-scale parameters and physical and chemical solvent
properties for enhancing mass transfer for each application.

The rate of mass transfer of CO2 from the gas phase into a
captured form is the bridge between the material and the
process. In this work, absorption-based processes for CO2

separation are considered since this approach is more advanced
than other separation approaches, such as adsorption or
membranes for CO2 capture at scale. To understand the rela-
tionship between material and process properties and their
relationship to mass transfer, the two-lm model is revisited.
First developed by Walter Gordon Whitman in 1923, the two-
lm model describes the rate of mass transfer within the liquid
lm at the gas–liquid interface.18 Focus on this model leads to
determining the parameters that are most important to
enhancement of mass transfer across the gas–liquid boundary.
An increase in mass transfer across this interface may lead to
process-scale improvements that will inevitably reduce the costs
of separation. For instance, enhanced mass transfer can lead to
a reduction in the liquid ow rate in the tower, which will
subsequently lead to cost savings in terms of liquid holdup and
solvent pumping requirements. Also, a reduction in packing
height is possible, which will lead to a decreased pressure drop
This journal is © The Royal Society of Chemistry 2014
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and associated costs with gas blowing. Furthermore, a shorter
tower results in less packing material, thereby reducing the
capital expenses associated with the separation process.

Revisiting Whitman's lm theory and the associated
assumptions can provide insight as to which thermo-physical or
physical-kinetic parameters can most inuence the rate of
interphase mass transfer for sorption-based CO2 capture
processes. Results of the current work reveal that ue gas and
air have properties that make optimal material and process
parameters unique for each application, leading to research
directions that may be application-specic.
Methodology

In an absorption process for CO2 separation from a gasmixture, a
liquid-phase solvent is pumped downward in an absorption
column countercurrent to an upward blown gas mixture con-
taining CO2. The column is lled with packing material with
intrinsicphysical properties thatmaximizegas–liquid contactand
minimize the pressure drop through the height of the column. As
the solvent passes down the column, it coats the packingmaterial
witha thinlm that allows formass transfer ofCO2 fromthegas to
the liquid phase, with the solvent becoming more enriched with
CO2 as it ows down the column, while the gas mixture becomes
increasingly lean in CO2 as it moves up the column. It follows
simply that the degree of CO2 separation from the gas mixture
increases with increasing columnheight. However, an increase in
column height also increases the pressure drop and the capital
equipment required for a desired separation.

According to two-lm theory, the mass transfer of CO2 from a
gas mixture to a given solvent can be described using a simple
model of gas- and liquid-phase lms on either side of the gas–
liquid interface. Understanding the physical limits of the
parameters that dictate the rate ofmass transfer in an absorption
process will allow for the design of new solvents that can
approach these limits. Typical absorption processes may involve
(a) a liquidowing over an inclined or vertical surface, potentially
in turbulentow similar to that of a wetted-wall column, (b) a gas
beingblown in the formofbubbles through the liquid, (c) a liquid
agitated fromstirringwith entrained gas bubbles in the liquid, or
(d) a liquid sprayed through the gas as drops or jets. Correlations
have been developed to determine the physical mass-transfer
coefficients associated with each of these separation processes.
For many scenarios it holds that the mass-transfer resistance is
dominant in the liquid lm over the gas lm. This can be deter-
mined by comparing the mass-transfer coefficients of each
phase. The next sections describe howmass-transfer coefficients
may be determined from available correlations in the literature
and how these coefficients lead to determining the ux of CO2

across the gas–liquid interface to a captured state.
1 Mass-transfer correlations

The mass-transfer resistances in the gas and liquid lms are
oen considered in series, and can be described by the
following relationship:19–22
This journal is © The Royal Society of Chemistry 2014
1

KG

¼ 1

kG
þ H

EkL
(1)

such that KG is the overall gas-phase mass-transfer coefficient,
kG is the individual gas-phase mass-transfer coefficient, E is the
enhancement factor for chemical capture (for purely physical
absorption-based processes, E is equal to unity), kL is the purely
physical liquid-phase mass-transfer coefficient, and H is the
Henry's law constant dened by:

pCO2
¼ HcCO2

(2)

such that pCO2
is the partial pressure of CO2 in equilibrium with

the liquid phase at the gas–liquid lm, and cCO2
is the concen-

tration of CO2 in the solvent. In eqn (1), KG and kG have units of
kmol m�2 s�1 atm, while kL has units of m s�1 (expressed in mm
s�1 throughout this work), H has units of atm m3 mol�1, and E
is dimensionless. It is crucial that the Henry's law expression is
rst determined before using eqn (1) since the Henry's law can
be written in multiple forms, with another common form being
dimensionless if H is divided by RT, where R is the ideal gas
constant and T the temperature. The form of Henry's law used
in the current work as expressed in eqn (1) and (2) is consistent
with traditional chemical engineering convention as presented
in Seader,19 Dankwerts,21 and McCabe et al.22

A number of empirical and semi-theoretical mass-transfer
models are available in the literature. These models are useful
for their prediction of hydrodynamic and mass-transfer
phenomena for design and analysis for gas separation using
packed columns. Since the current work focuses on a variety of
applications, spanning DAC to CO2 capture from ue gas, it is
important to acknowledge the limited data associated with CO2

capture applications from air. To the authors' knowledge, there
have been few cases in which designs for DAC plants have been
proposed.23,24 In the work of Holmes and Keith23 a design and
fabrication of an air-liquid contactor is proposed based upon
methods derived from cooling tower technology. Mazzotti
et al.24 propose a more traditional design approach based upon
a conventional contactor that may be more suited for ue gas
applications. The widely used models of Onda et al.25 and Fair
and Bravo,26 which are based upon solvent wetting of random
packing material, will be used in the current work to investigate
the sensitivity of the solvent physical properties on mass
transfer from the gas to the liquid phase. Again, these correla-
tions are based on conventional counter-ow systems, and it
should be recognized that if a more rigorous approach were
used for solvent-process design, i.e., correlations specic to the
cross-ow systems traditionally used for cooling towers, this
would provide greater insight for DAC applications.

The gas-phase mass-transfer coefficient correlation devel-
oped by Fair and Bravo26 is:

kG ¼ 0:0338

 
DCO2

atdp
2

!�
rG

atm

�0:8�
m

rDG;CO2

�1=3

(3)

such that DG,CO2
is the diffusivity of CO2 in the gas phase [m2

s�1], at is the specic surface area of packing [m
2 m�3], dp is the

packing diameter [m] dened as 6(1 � 3)/at, where 3 is the void
Energy Environ. Sci., 2014, 7, 1769–1785 | 1771
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fraction of the packing,27 r is the gas density [kg m�3], G is the
supercial gas velocity [m s�1], and m is the gas viscosity [kg m�1

s�1]. Although Fair and Bravo26 suggested that the gas-phase
mass-transfer coefficient expression may range between 0.018
and 0.040, previous studies commonly use a coefficient of
0.0338, which is adopted in the current investigation.

The gas-phase mass-transfer coefficient is also commonly
written in terms of the Sherwood (Sh), Reynolds (Re) and
Schmidt dimensionless numbers (Sc) as:

Sh ¼ kG

 
atdp

2

DCO2

!
¼ 0:0338Re0:8Sc1=3 (4)

Mass-transfer correlations are oen of the form that involves a
Sherwood number containing the mass-transfer coefficient for
either the gas or the liquid phase. The Sherwood number varies
with the Schmidt number, which is the ratio of diffusivities
based upon momentum to mass. In addition, the Sherwood
number depends upon the ow eld, which is unique to the
uid. For instance, for DAC, the airow eld is dictated by
atmospheric conditions such as wind velocity. In the case of a
power plant (natural gas or coal), the ow properties are based
upon fans or blowers located upstream of the absorption
column for CO2 capture. In the case of the liquid mass-transfer
correlation, the solvent ow properties are dictated by pumping
or forced convection. The Reynolds number is the ratio of
inertial to viscous forces.

The liquid-phase mass-transfer coefficient correlation devel-
oped by Onda et al.25 is:

kL ¼ 0:0051
�
atdp

�0:4�mg
r

�1=3�
rL

awm

�2=3�
m

rD

��1=2

(5)

such that m is the liquid viscosity [kg m�1 s�1], r is the liquid
density [kg m�3], g is the gravitational constant [m s�2], L is the
supercial liquid velocity [m s�1], D is the diffusivity of CO2 in
the liquid phase [m2 s�1], and aw is the wetted surface area of
the packing material [m2 m�3]. Onda et al.25 investigated the
application of lm theory of CO2 absorption into aqueous
solutions of NaOH in packed columns and conrmed that the
wetted surface area, aw, is identical to the gas–liquid interface,
across whichmass transfer of CO2 takes place. From the work of
Onda et al.,28 the correlation between aw and total packing
surface area can be expressed as:

aw

at
¼ 1� exp

(
� 1:45

�sc

s

�0:75�rL

atm

�0:1�
L2at

g

��0:05�
rL2

sat

�0:2
)

(6)

such that sc is the critical surface tension of the packing
material and s is the interfacial tension [N m�1] of the liquid.
The critical surface tensions for ceramic- and steel-based
random packing materials are 0.061 and 0.075 N m�1,
respectively.29

kL and aw can also be expressed in terms of dimensionless
numbers as follows:

kL

�
r

mg

�1=3

¼ 0:0051
�
atdp

�0:4
Re2=3Sc�1=2 (7)
1772 | Energy Environ. Sci., 2014, 7, 1769–1785
and

aw

at
¼ 1� exp

�
� 1:45

�sc

s

�0:75
Re0:1Fr�0:05We0:2

	
(8)

such that Fr is the Froude number and We is the Weber
number. The Froude number is the ratio between the inertial
and the gravitational forces, while the Weber number is the
ratio between the inertial and the interfacial tension forces
acting on a given uid particle. The expression for aw is valid
across the following conditions:

0.04 < Re < 500

1.2 � 10�8 < We < 0.27

2.5 � 10�9 < Fr < 1.8 � 10�2

0.3 < sc/s < 2.0

These correlations allow for the physical gas- and liquid-phase
mass-transfer coefficients to be determined, which lies at the
heart of designing new solvents with material and physical
properties optimized for a given carbon capture application.
These correlations, since they are only comprised of physical
properties, will not provide information onhow themass-transfer
coefficientsare enhancedwithchemical reaction.The inclusionof
chemical enhancement requires introduction of the enhance-
ment factor, which depends upon properties of the chemical
reaction taking place between CO2 and the binding species (i.e.,
amine, hydroxyl, etc.), discussed in detail in the next section.
2 Liquid-phase resistance and lm models

In general, the presence of a chemical reaction can signicantly
inuence the mass transfer of CO2 into the liquid phase. The
enhancement factor, E, is the ratio of the average rate of
absorption into an agitated liquid in the presence of a reaction
to the average rate of absorption without the enhancing reac-
tion. If dissolved CO2 gas reacts with a dissolved binding
material, B, by an irreversible second-order reaction,
CO2 þ zB 

!k P , the rate of CO2 absorption into the solution
with a reaction is inuenced by a number of factors, including
CO2 solubility, mass transfer, diffusivity, reaction kinetics, etc.
The stoichiometric coefficient, z, of the reactive binding species
B, is also an important parameter included in the absorption
calculation. If the molar ratio between CO2 and the binding
species in a given reaction is 1 : 2, then z ¼ 2. The balanced
chemical reaction must be written out in order to determine z
accurately. In general, regardless of the mass-transfer model
assumed, the rate of absorption with a reaction is related to the
liquid-phase (physical) mass-transfer coefficient, kL, as:

JL,CO2
¼ cikLE (9)

such that E is the enhancement factor that only plays a role in
chemically binding solvents. Additionally, if CO2 reacts fairly
closely to the gas–liquid interface, it canbe assumed that it reacts
This journal is © The Royal Society of Chemistry 2014
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Fig. 1 Enhancement factors for second-order reaction; for use with
the film and Higbie models, based on eqn (10).

Table 3 Tunable mass-transfer parameters

Parameter Name Typical units Likely range
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fast and that the concentration of CO2 distant from the interface
(i.e., cN,CO2

) is approximately zero. In practical applications, this
scenario is not necessarily favored since an energy-efficient
reversible process requires near-equilibrium conditions.

In the case of the lm model, van Krevelen and Hoijzer30

computed the approximate solution to the enhancement factor

E ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M

�
Ei � E

Ei � 1

�s

tanh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M

�
Ei � E

Ei � 1

�s (10)

such that

ffiffiffiffiffiffi
M

p
¼

ffiffiffiffiffiffiffiffiffiffiffi
DkcB

p
kL

(11)

and

Ei ¼
�
1þDBcB

zDci

�
(12)

such that Ei is the enhancement factor corresponding to an
instantaneous reaction, D is the CO2 diffusivity in the liquid
phase, k is the forward rate constant of CO2 with the binding
species, kL is the liquid-phase mass-transfer coefficient, ci is the
concentration ofCO2 at the gas–liquid interface, and cB is the bulk
concentration of the binding species in solution. For a xed value
ofEi, an increase in

ffiffiffiffiffi
M

p
leads toan increase inEas a limitingvalue

is approached, in which case E ¼ Ei. Several criteria associated
with

ffiffiffiffiffi
M

p
in the calculation of Ewill be discussed and are outlined

inTable 2. For instance,when
ffiffiffiffiffi
M

p
> 10Ei, the enhancement factor

is approximately equal to that of an instantaneous reaction.
Physically, this is the case when the reaction rate constant is high
and the rate ofmass transfer is limited by the rate of the diffusion
of reaction products away from the gas–liquid interface.

If
ffiffiffiffiffi
M

p
< 1/2Ei, the reaction can be considered pseudo-rst-

order and the enhancement factor can be calculated fromffiffiffiffiffi
M

p
=tanh

ffiffiffiffiffi
M

p
, as shown in Table 2. This is the case in which the

reaction is sufficiently slow, or the physical mass-transfer
coefficient is sufficiently large, that the concentration of the CO2

binding material is nearly undepleted with its bulk concentra-
tion, cB, consistent throughout the depth of the liquid phase to
the interface. If this condition holds in addition to

ffiffiffiffiffi
M

p
> 3, then

to a reasonable approximation,

E ¼
ffiffiffiffiffiffiffiffiffiffiffi
DkcB

p
(13)
Table 2 Limiting cases of the film model

Limiting case Enhancement factor Physical explanation

(1)
ffiffiffiffiffiffi
M

p
. 10Ei E ¼ Ei Instantaneous

reaction
(2)

ffiffiffiffiffiffi
M

p
\1=2 Ei

E ¼
 ffiffiffiffiffiffi

M
p

tanh
ffiffiffiffiffiffi
M

p
!

Pseudo-rst-order
reaction

(3) #2 satised
and

ffiffiffiffiffiffi
M

p
. 3

E ¼ ffiffiffiffiffiffiffiffiffiffiffi
DkcB

p
Fast pseudo-rst-order
reaction

(4) None of
the above

Determine E from
Fig. 1 or eqn (10)

This journal is © The Royal Society of Chemistry 2014
and the rate of absorption with reaction can be simply
approximated by:

JL;CO2
¼ ci

ffiffiffiffiffiffiffiffiffiffiffi
DkcB

p
(14)

In terms of the lm model, this nal denition of the rate of
absorptionofCO2 into solutioncorresponds toa fast pseudo-rst-
order reaction. In the case in which none of these scenarios hold,
the enhancement factormust be obtained from eqn (10) or Fig. 1,
aer calculationof

ffiffiffiffiffi
M

p
andEi fromeqn (11) and (12), respectively.

In the case in which the diffusivity ratio between the binding
material and dissolved CO2, DB/D, signicantly deviates from
unity, the Higbie model is recommended over the lm model.21
3 Potentially tunable solvent parameters for enhancement
of mass transfer

Based upon the previous discussion of CO2 solubility, diffusion
in solution, and reaction kinetics, the potentially “tunable”
parameters with ranges of values physically achievable today are
listed in Table 3. Next, the rate of absorption will be discussed,
which relies on knowledge of many of these parameters.
DG Gas diffusivity cm2 s�1 0.1–1.0
H Henry's law constant atm cm3 mol�1 11 000–70 000
D Liquid diffusivity cm2 s�1 (0.5–2.0) � 10�5

DB Liquid diffusivity of
absorbent

k Reaction rate constant L mol�1 s�1 6.7 � 10�4

–1.2 � 108

cB Bulk concentration
of absorbent

mol L�1 0.1–8a

kL Liquid-phase mass-
transfer coefficient

cm s�1 0.001–0.01

ci Concentration of CO2 mol L�1 Set by pCO2
and H

DB/D Diffusivity ratio 0.2–2.0

a Depending on the corrosive nature, typically less than 1.0 mol L�1.
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Table 4 Fluid properties based upon capture application

Application CCO2
[mol%] Ga [m s�1] La [m s�1] mgas

b,c,d [mPa s] � 105 rgas
c,d [kg m�3]

Air 0.0004 0.5–2 18.54 1.161
Natural gas plant 3.8 0.5–5 6.63 � 10�4 to 0.005 18.60 1.118
Coal plant 12 0.5–5 0.0023–0.0181 17.97 1.113

a Ref. 31 and dependent upon absorber (contactor) diameter. b Units of kg m�1 s ¼ Pa s. c Viscosity and density values are based upon atmospheric
pressure and temperatures of 25, 90, and 50 �C for air, natural gas, and coal, respectively. d Air, ref. 32 and natural gas/coal, ref. 31.

Fig. 2 Fraction of the packing material wetted as a function of solvent
viscosity (100 to 10 000 mPa s) and superficial liquid velocity (0.001 to
0.01 m s�1) with a constant fluid density of 1000 kg m�3 and surface
tension of 0.02 (top) and 0.05 N m�1 (bottom).
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Results and discussion
1 Inuence of physical uid properties on mass transfer

Pressure drop and ooding. The extent of the packing that is
ultimately wetted is dependent upon both uid properties as
previously described and process parameters such as gas and
liquid ow rates. In fact, both the supercial velocity of the
liquid, L, and gas, G, play a role in the process optimization.
The supercial velocity of the gas is determined by dividing the
volumetric ow rate of the gas for a given application (i.e.,
natural gas or coal ue gas) by the cross-sectional area of the
separation column. The optimal gas velocity is selected to
control the pressure drop in the column. There are a number of
models that relate the supercial gas velocity to the pressure
drop.60–65 These correlations show that there is a threshold gas
velocity, aer which the pressure drop sharply increases. Most
of the models indicate that at velocities greater than �2 m s�1,
the pressure drop in the column sharply increases above
�2 mbar m�1. This phenomenon occurs because as the gas
velocity increases, it forces the liquid to accumulate in the void
spaces of the packing material, making it difficult for the gas to
ow through. This can ultimately lead to liquid holdup and,
eventually ooding of the column. In general, a pressure drop of
�10 mbar m�1 corresponds to the ooding point.31 The
supercial gas velocity and subsequent pressure drop can be
reduced by increasing the column diameter, which must be
done with regard to the liquid ow rate since this will impact
the extent to which the packing is wetted. Pressure drop is a
primary design component that not only affects the operation of
the column, but also inuences the required blowing or fan
power. The overall pressure drop in a system may include that
over gas (air) ltration devices, sorption units, etc. Pressure drop
is a property that makes the design of a separation unit unique
to its application (i.e., DAC versus ue gas). For instance, due to
the lack of inherent energy in air, a minimal pressure drop is
necessary for DAC or else a prohibitive amount of fan energy
may be required. Tominimize pressure drop the columnmay be
designed to be shorter, and other devices that increase pressure
drop, such as air ltration units, should be considered.

Fraction of packing material with wetted surface area.
Determining the liquid-phase mass-transfer coefficient rst
requires investigating the percentage of the packing that is
wetted by the solvent, since this dictates the surface area of the
interface at which CO2 transfers from the gas to the liquid
phase. The percentage of the packing that is wetted as previ-
ously dened is equal to aw/at, such that aw is the wetted surface
area, and at is the total packing surface area. From eqn (6), the
1774 | Energy Environ. Sci., 2014, 7, 1769–1785
percentage of wetting depends upon several variables that are a
function of the uid properties, i.e., surface tension (s),
viscosity (m), and density (r).

Based on eqn (6) and the correlation of Onda et al.,28 Fig. 2
shows a plot of the fraction of the surface area wetted as a
function of the physical liquid properties surface tension, s
This journal is © The Royal Society of Chemistry 2014
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Table 6 Amine-based solvent liquid-phase physical properties
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(0.02 and 0.05 N m�1 in Fig. 2, top and bottom, respectively),
and viscosity, m, in addition to the process parameter supercial
liquid velocity, L. From Tables 5 and 6 it is clear that the uid
density, r, does not vary greatly and was therefore chosen to be
constant at 1000 kg m�3. The total packing area, at, considered
was 500 m2 m�3, with a critical surface tension, sc, of 0.061 N
m�1, which is typical for random ceramic packing materials. It
is clear from Fig. 2 that the fraction of wetted area increases
with decreasing m and increasing L. The data is presented more
explicitly in Table 9. As the uid viscosity approaches the lower
limit of 900 mPa s (e.g., 0.51 M NaOH, 30 �C), the wetted surface
area ranges between 19 and 44% over the range of supercial
liquid velocities considered (i.e., 0.001–0.01 m s�1). Although
the range of possible solvent viscosities is signicantly wider
than those of the solvent density and surface tension parame-
ters, it turns out that the surface tension, in particular, is a
signicantly more inuential parameter over a small range. For
instance, by reducing s to 0.02 N m�1 (Fig. 2, top) from the
average of 0.05 N m�1 (Fig. 2, bottom), the fraction wetted
ranges from �75% to 90% wetting compared to �45% to 60%
given a supercial liquid velocity of 0.01 m s�1 over the same
viscosity range of 100–10 000 mPa s. The ultimate goal is to
maximize the coverage of the solvent over the packing material
in order to increase the interfacial surface area for optimal gas–
liquid interaction. Maximizing the percentage of the packing
material wetted will provide more opportunities for CO2 to cross
the gas–liquid boundary to ultimately become captured and
separated from the gas mixture.

Several solvents from Tables 5 and 6 were explicitly examined
with the fraction of wetting, aw/at, presented in Table 9. The
general trends for tuning the solvent physical properties to
achieve maximum wetting coverage are decreasing viscosity,
decreasing surface tension and increasing density. In addition to
Table 5 General solvent liquid-phase physical properties

Solvent [M]
T
[�C]

m

[mPa s]
r

[kg m�3]
s

[N m�1] Reference

NaOH (30 �C)
0.91 30 970 1037 0.072 28
0.51 900 1019 0.072
0.07 810 1001 0.071

K2CO3 (25 �C)
5.0 25 1900 1241a 0.087 33–35
5.0 100 720 978 0.074

K+; PZ
5.0; 2.5 25 4150 1247a — 33
1.0; 1.0 1480 1053a —

Ionic liquids
[bmim][PF6]
4.76 M (100%)

25 1 820 000 1360 0.0488 36 and 37

[bmim][BF4]
4.89 M (100%)

25 23 300–75 000 1120 0.0466 36–38

[emim][Tf2N]
3.88M (100%)

25 27 000–28 000 1519 0.0421 36, 37
and 39

a Density reported at 0.5, 0.95, 0.667, and 0.25 CO2 loading, respectively.

This journal is © The Royal Society of Chemistry 2014
the currently available solvents displayed in Table 9, a new
solvent termed “unobtainium” is listed, with ideal physical
properties that would signicantly increase the fraction of the
packing area wetted. Investigating the list of existing solvents
from Tables 5and 6, singling out those with the lowest viscosity
(e.g., 10% MDEA, 60 �C), lowest surface tension (e.g., ionic
liquid [emim][BF4]), and highest density (e.g., ionic liquid
[emim][Tf2N]), and enhancing these properties by a factor of
two led to the proposed unobtainium solvent. For traditional,
existing solvents, the fraction of wetted area ranges from 19% to
51% depending upon the supercial liquid velocity. In the case
of the higher liquid velocity of 0.01 m s�1, the fraction of the
area wetted using the novel solvent with enhanced physical
properties nearly doubles the values of existing solvents. It is
also important to note that at was chosen as 500 m2 m�3 in the
current work, but that the total surface area of various packing
materials ranges from the low end in the case of Flexipac-2 (at ¼
233 m2 m�3 with 3 ¼ 0.95) to the high end in the case of Mel-
lapack 752Y (at ¼ 510 m2 m�3 with 3 ¼ 0.975).66 Investigation of
the percentage of the packing area wetted is required to deter-
mine the physical liquid-phase mass-transfer coefficient, which
is discussed in the next section.

Gas- and liquid-phase mass-transfer coefficients without
chemical enhancement. With the exception of the earlier work
of Tepe and Dodge67 and Spector and Dodge,68 CO2 absorption
studies oen neglect mass-transfer resistance in the gas lm
since it is thought to be negligible compared to the resistance in
the liquid lm at the gas–liquid interface. Without chemical
enhancement of a solvent this assumption is valid over the
Solvent [M] T [�C] m [mPa s] r [kg m�3] s [N m�1] Reference

MEA
4.1 25 1700 1005.3 0.06263 40
7.0 2200 1010.6 0.06041 41–43
4.1 50 950 994.3 0.05859 40
7.0 1700 1054.5 0.0569 44

DEA
1.1 20 1427 1010.1 0.06390 45
2.4 2171 1022.0 0.06527
4.1 3615 1034.2 0.06194
2.4 60 848 1005.2 0.06204
4.1 1239 1017.0 0.05802

MDEA
0.9 25 1301 1006.2a 0.06060 46–48
2.1 1901 1014.4a 0.05728
3.6 3057 1024.9a 0.05350
0.9 60 627 990.4 0.05331 45
2.1 836 997.4 0.05120
3.6 1119 1004.2 0.04934

PZ
1.5 25 1520 1003 0.0717 33 and 49
1.0 1280 1001 0.0701
0.5 1090 999 0.0693

a Obtained from linear interpolation.

Energy Environ. Sci., 2014, 7, 1769–1785 | 1775
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majority of conditions. Close examination of the correlations
for determining the mass-transfer coefficients in each of the gas
and liquid phases leads to the conditions for which this
assumption is not valid, even in the absence of chemical
enhancement. Recall from eqns (3) and (5) that both the gas-
and liquid-phase mass-transfer coefficients depend upon the
average diameter of the packing material, dp, which in turn
depends upon the void fraction of the packing, 3. The gas- and
liquid-phase mass-transfer coefficients also depend upon uid
properties m and r, as well as the CO2 diffusivity, D, through the
respective uid, e.g., air, ionic liquid, aqueous amine, etc.
Similar to the correlation associated with the fraction of the
packing material wetted, both mass-transfer coefficient corre-
lations depend upon the supercial gas and liquid velocities,
which are parameters of the process, rather than the uid.
Hence, these correlations are quite complex as they include
uid, packing, and process properties.
Fig. 3 Liquid-phase mass-transfer coefficient displayed as a function
of packing porosity, 3 (0.6–0.99), and superficial liquid velocity, L
(0.001–0.01 m s�1), with surface tension constant at 0.05 N m�1 and
minimum viscosity of 100 mPa s (top) and 10 000 mPa s (bottom). The
bottom plot shows kL values associated with ionic liquids.

1776 | Energy Environ. Sci., 2014, 7, 1769–1785
Fig. 3 shows the relationship between the liquid-phase mass-
transfer coefficient, kL, the supercial liquid velocity, L, and the
packing porosity, 3. Since the CO2 diffusivity through most of
the liquid solvents available does not vary signicantly, this
parameter was assumed xed at 1 � 10�9 m2 s�1.21 Wilke and
Chang69 developed a correlation to estimate gas diffusion in
liquids and found a square-root correlation between the gas
diffusivity and the molecular weight of the solvent and an
inverse correlation between the diffusivity and the solvent
viscosity. This indicates that CO2 diffusion may be signicantly
hindered in an ionic liquid with a characteristic high viscosity.
This effect has not been examined in the current work, but
should be explored if these materials are considered for prac-
tical applications. It is important to note that the liquid-phase
mass-transfer coefficient is also dependent upon both the total
surface area, at, and the wetted surface area, aw, as shown in eqn
(6). Fig. 3 shows the relationship between the liquid-phase
mass-transfer coefficient, packing porosity, 3, and supercial
Fig. 4 Gas-phase mass-transfer coefficient displayed as a function of
packing porosity, 3 (top, 0.95–0.99; bottom, 0.60–0.99), and super-
ficial gas velocity, G (0.5–5), with surface tension constant at 0.05 N
m�1, viscosity of 18 mPa s, density of 1.1 kg m�3 and CO2 diffusivity of
1.65 � 10�5 m2 s�1.

This journal is © The Royal Society of Chemistry 2014

http://dx.doi.org/10.1039/C4EE00001C


Paper Energy & Environmental Science

Pu
bl

is
he

d 
on

 2
5 

Fe
br

ua
ry

 2
01

4.
 D

ow
nl

oa
de

d 
by

 S
ta

nf
or

d 
U

ni
ve

rs
ity

 o
n 

19
/0

5/
20

14
 0

2:
23

:0
1.

 
View Article Online
liquid velocity, L, for a uid with a density of 1000 kg m�3 and a
surface tension of 0.05 N m�1. Depending upon the liquid-
phase supercial velocity (0.001–0.01 m s�1) and the packing
void fraction (0.6–0.99), kL varies from 0.05 to 0.25 mm s�1 for a
uid having a viscosity of 100 mPa s (Fig. 3, top) and from 0.001
to 0.006 mm s�1 for a uid with a viscosity of 10 000 mPa s
(Fig. 3, bottom).

Fig. 4 shows the relationship between the gas-phase mass-
transfer coefficient and the supercial gas velocity, G, and
packing porosity, 3. Gases from which CO2 separation may take
place include ue gases generated from natural gas- and coal-
red utilities and air. Recalling the density and viscosity prop-
erties of these gases listed in Table 4, it is clear that they are
quite similar. Therefore, a gas viscosity of 18 mPa s and density
of 1.1 kg m�3 was assumed for the gas-phase mass-transfer
coefficients plotted in Fig. 4. Also, it was assumed that the CO2

diffusivity would likely be fairly similar for each of these gases
and so was xed at 1.65 � 10�5 m2 s�1.12 This data is also listed
explicitly in Table 10. Depending upon the supercial gas
velocity and the packing porosity, kg may vary between �10 mm
s�1 and �130 mm s�1.

An important observation can be made between the rate of
CO2 transfer in the gas versus liquid phases through a packed
bed based upon a comparison of various liquids and gases, as
presented in terms of the liquid and gas-phase mass-transfer
coefficients, expressed in units of mm s�1 in Table 10. In
general, the liquid-phase mass-transfer of CO2 is faster in
material with a smaller void fraction, while the gas-phase mass-
transfer is faster in material with a higher void fraction. There
are no scenarios from Table 10 in which the gas-phase mass-
Table 7 General solvent liquid-phase chemical properties

Solvent [M] T [�C] H [atm cm3 mol�1] Ha k [cm3 m

NaOH
0.91 30 44 248 0.562 9.92
0.51 39 370 0.631 8.75
0.07 34 364 0.723 7.67

K2CO3

2.71 25 152 440 0.160 10b

1.17 65 890 0.371 —
5.0 100 153 397 0.199 3200b

K2CO3; PZ
0.54; 1.09 25 42 970 0.569 —
1.07; 1.07 62 030 0.394 —
3.6 K+; 0.6 PZ 65 890 0.371 47.0

Ca(OH)2
0.023 25 30 840c 0.792 10

Ionic liquids
[bmim][PF6] 4.76 M (100%) 30 14 286 1.740 N/A
[emim][TfO] 5.32M (100%) 30 12 500 1.989
[emim][Tf2N] 3.88M (100%) 30 11 111 2.237

a Calculated from dimensional H by: H[dimensionless] ¼ R[cm3 atm K�1 m
cm3 atm K�1 mol�1. b Reported for the rate-limiting reaction: CO2 + OH� 4
system at 25 �C, adapted from ref. 52.

This journal is © The Royal Society of Chemistry 2014
transfer coefficient is not at least two orders of magnitude
greater than the liquid-phase mass-transfer coefficient. There-
fore, it can be generally concluded that the gas-phase resistance
may be neglected for conditions in which chemical enhance-
ment is not included. However, since CO2 capture from ue gas
and air will likely take place with chemical enhancement, it is
more useful to compare the chemically-enhanced kL to kG to
determine the regimes under which mass transfer is limited
and to consider the relative resistance in the gas versus the
liquid lm. It is should be noted that the values reported in
Table 10 for kL and kG are consistent with those reported in
previous correlation studies.31
2 Inuence of chemical uid properties on mass transfer

Determining how chemical enhancement plays a role in
increasing the ux of CO2 across the gas–liquid interface
requires calculation of the instantaneous enhancement factor,
Ei, and the parameter

ffiffiffiffiffi
M

p
. Ei is a thermodynamic parameter

that primarily depends upon the initial CO2 gas concentration,
while

ffiffiffiffiffi
M

p
depends primarily on the reaction kinetics associated

with CO2 and the solvent binding chemical, with complete
disregard to the initial CO2 concentration. These two parame-
ters determine how the ux equation is dened, which
describes CO2 transport across the interface. Each of these
parameters will be described in detail for various CO2 gas
mixtures and the resulting ux equations will be discussed.

Instantaneous enhancement factor (Ei) – relies upon the
initial CO2 gas concentration. Investigation of the enhancement
effect of a chemical reaction between CO2 and a binding species
ol�1 s�1] � 10�6 Reaction mechanisms for CO2 capture Reference

CO2 + OH� / HCO3
� 28

HCO3
� + OH� / CO3

2� + H2O

CO2 + CO3
2� + H2O 4 2HCO3

� 33, 35 and 50

CO2 + CO3
2� + H2O 4 2HCO3

� 33 and 51

CO2 + 2HO� 4 CO3
2� + H2O 52

Physical solubility 53

ol�1] � T[K]/H[atm cm3 mol�1], where R is the gas constant and .R ¼ 82
HCO3

� with [K+] ¼ 4.5 M. c Henry's law constant for the CO2(g)/H2O(l)
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Table 8 Solvent liquid-phase chemical properties at 25 �C

Solvent [M] H [atm cm3 mol�1] Ha k [cm3 mol�1 s�1] � 10�6 Reaction mechanisms for CO2 capture Reference

MEA
2.0 31 404 0.778 5.87 CO2 + RNH2 4 RNH2

+CO2
� 42 and 54–56

2.5 31 503 0.776 RNH2
+CO2

� + H2O / RNHCO2
� + H3O

+

or CO2 + RNH2 + H2O 4 RNHCO2
� + H3O

+,
where R ¼ C2H4OH

3.0 31 700 0.771

DEA
2.0 37 375 0.654 1.25 CO2 + R2NH 4 R2NH

+CO2
� 43, 54–56

2.5 38 095 0.641 R2NH
+CO2

� + H2O / R2NCO2
� + H3O

+ or
CO2 + R2NH + H2O 4 R2NCO2

� + H3O
+,

where R ¼ C2H4OH
3.0 39 171 0.624

MDEA
2.0 34 483 0.709 0.0055 R2R0N + H2O 4 R2R0NH+ + OH� 43, 57 and 58
2.5 36 526 0.669 OH� + CO2 4 HCO3

� where R ¼ C2H4OH,
R0 ¼ CH33.0 37 908 0.645

PZ
0.57 30 360 0.805 53.7 CO2(aq) + 2H2O 4 HCO3

� + H3O
+ 33 and 59

1.09 29 910 0.817 HCO3
� + H2O 4 CO3

2� + H3O
+

1.56 31 600 0.773 PZ + H2O + CO2(aq) 4 PZCO2
� + H3O

+

PZH+ + H2O 4 PZ + H3O
+

PZCO2
� + H2O + CO2(aq) 4 PZ(CO2

�)2 + H3O
+

H+PZCO2
� + H2O 4 PZCO2

� + H3O
+

a Calculated from dimensional H by: H[dimensionless] ¼ R[cm3 atm K�1 mol�1] � T[K]/H[atm cm3 mol�1], where R is the gas constant and R ¼ 82
cm3 atm K�1 mol�1.
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present in the solvent requires knowledge about the binding
species itself and the mechanism of the reaction. The two
possible reaction mechanisms as outlined in detail in Tables 7
and 8 are carbonate and carbamate chemistries. The enhance-
ment factor can be determined by eqn (10). However, as out-
lined in Table 2, there are simplied expressions for the
enhancement factor, depending upon the reaction conditions.
To examine the validity of these conditions for a given scenario,
the terms Ei and

ffiffiffiffiffi
M

p
must rst be calculated. From eqn (12),

determining Ei depends upon the ratio of the base to CO2

diffusivity in solution, the stoichiometric ratio of the chemical
Table 9 Fraction of packing material wetted for several existing
solvents and an optimal “unobtainium” solvent

Solvent
m

[mPa s]
r

[kg m�3]
s

[N m�1]

aw/at

L ¼ 0.001
m s�1

L ¼ 0.01
m s�1

NaOH, 30 �C,
0.51 M

900 1019 0.071 0.19 0.44

MEA, 25 �C,
30%

2200 1011 0.0604 0.20 0.46

[emim][BF4],
25 �C, 4.89 M

23 300 1120 0.0466 0.22 0.51

Unobtainium
(2�)a

400 2000 0.02 0.60 0.95

a 2� notation refers to the optimal solvent “unobtainium” with
properties of decreased viscosity and surface tension, and increased
density from the top-performing existing solvents, by a factor of two.

1778 | Energy Environ. Sci., 2014, 7, 1769–1785
reaction and, most importantly, on the interfacial concentra-
tion, ci.

Eqn (12) can be rewritten in the following simplied form:

Ei ¼
�
1þDBcB

zDci

�
¼
�
1þDscB

ci

�
(15)

such that Ds ¼ DB/zD, and is typically considered equal to 1/2, 1,
or 2. It was determined that ci is the most sensitive and tunable
parameter from the calculation of Ei, given the physical ceiling
typically placed on cB due to the increasing corrosive nature
associated with the increase in base concentration in
solution.

Since the interfacial concentration is dependent upon
Henry's law and hence the partial pressure of CO2 in equilib-
rium with the solvent, it is important to consider the various
applications (i.e., DAC versus ue gas from coal or natural gas)
separately. Recall from Tables 7 and 8, for either carbonate or
carbamate formation pathways, the Henry's law constant for the
various solvents ranges from the most soluble at �30 000 atm
cm3 mol�1 for a 0.023 M Ca(OH)2 solution to the least soluble at
�150 000 atm cm3 mol�1 for a 2.71 M K2CO3 solution. It is
important to note that ionic liquids have enhanced solubility
over the other chemical solvents reported; however, the mech-
anism of CO2 transfer into the ionic liquid is driven by physical
solubility with no chemical enhancement. Ionic liquids are
discussed as a special case and in greater detail later. Fig. 5
shows a plot of two partial pressure ranges with DAC labeled in
the top plot and natural gas- and coal-red ue gas labeled
accordingly in the bottom plot. As expected, the maximum
This journal is © The Royal Society of Chemistry 2014
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Fig. 5 Interfacial concentration of CO2 as a function of CO2 partial
pressure between 0.0004–0.001 atm (top) and 0.04–0.14 atm
(bottom) and Henry's law constant between 10 000–70 000 atm cm3

mol�1, spanning that of ionic liquids to potassium carbonate.

Fig. 6 Instantaneous enhancement factor as a function of interfacial
CO2 concentration for applications ranging from DAC (top) to flue gas
from natural gas- or coal-fired power plant (bottom).
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achievable interfacial concentration of CO2 is obtained at the
highest CO2 partial pressure (i.e., ue gas from coal combus-
tion) and using a highly CO2-soluble solvent with H �10 000
atm cm3mol�1. As shown along the x-axis in Fig. 5, ionic liquids
are the only solvents that exhibit such high CO2 solubilities.

It is also important to note that due to the limitation of dilute
solutions (i.e., DAC), the interfacial CO2 concentration exhibits
a maximum of �3 � 10�8 mol cm�3 versus the more concen-
trated system (i.e., coal ue gas) of �1.4 � 10�5 mol cm�3. That
the ux of CO2 across the gas–liquid interface is directly
proportional to the product of the interfacial CO2 concentration
and the liquid-phase mass-transfer coefficient, which is purely a
property of the process and liquid-phase physical properties,
highlights the importance of the Henry's law constant in solvent
This journal is © The Royal Society of Chemistry 2014
design. However, in a chemically-enhanced process the product
cikL is multiplied by an enhancement factor, E, which is deter-
mined based upon satisfaction of a set of conditions as
described in Table 2.

Fig. 6 shows the relationship of Ei and ci with an assumed
base concentration (cB) of 0.001 mol cm�3 and a series of Ds

values as previously described. Also, from Fig. 6 it is interesting
to note the large difference between Ei for DAC (i.e., 13 000–
270 000) and natural gas- (i.e., 85–3500) or coal-red (i.e., 30–
2500) ue gas cases. In fact, Ei is always much larger than

ffiffiffiffiffi
M

p
in

the case of DAC, indicating that DAC will proceed via a pseudo-
rst-order or fast pseudo-rst-order reaction. Alternatively, in
the case of coal-red ue gas, there are some conditions where
CO2 uptake occurs instantaneously.

Parameter
ffiffiffiffiffi
M

p
– relies upon solvent and process properties.

At this stage it is important to recall the relationshipbetween
ffiffiffiffiffi
M

p
and Ei as shown in Table 2. All cases considered in this discus-
sion either fall into the Limiting Case #1, in which

ffiffiffiffiffi
M

p
> 10Ei, or

the Limiting Case #3, in which
ffiffiffiffiffi
M

p
< 1/2Ei and

ffiffiffiffiffi
M

p
> 3. The ux

equation that describes the transport of CO2 across the gas–
liquid boundary is different in each of these cases. In the
LimitingCase #1, theCO2ux is cikLEi, while in the LimitingCase
Energy Environ. Sci., 2014, 7, 1769–1785 | 1779
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Fig. 7 Calculation of
ffiffiffiffiffi
M

p
< 3 as a function of the liquid-phase mass

transfer coefficient, kL and rate constant, k.

Fig. 8 Dependence of
ffiffiffiffiffi
M

p
on liquid-phase mass-transfer coefficient,

kL, and rate constant, k, ranging from 104 to 1011 cm3 mol�1 s�1.

Fig. 9 Conditions (k and kL) for which Limiting Case #3 (Table 2) does
not apply and full film model must be used.
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#3, the CO2 ux is ci
ffiffiffiffiffiffiffiffiffiffi
DkcB

p
. Fig. 7 shows the conditions of the

liquid-phase mass-transfer coefficient, kL, and rate constant, k,
that give rise to

ffiffiffiffiffi
M

p
< 3. A solvent that would lead to this

condition would have a viscosity signicantly lower than the
average (i.e., 100 mPa s) and a low rate constant. From Tables 7
and 8, the solvent MDEA is the only one that ts these criteria.

Fig. 8 shows the dependence of
ffiffiffiffiffi
M

p
on kL and k, with the rate

constant described over the range of 104 to 1011 cm3 mol:1 s:1,
which includes all of the solvents in Tables 7 and 8, assuming a
range of reasonable viscosities that lead to kL ranging between
0.001 and �0.1 mm s:1. In particular, the upper range, i.e., 107

to 1011 cm3 mol�1 s�1, assumes a transformational improve-
ment in the rate constant due to the presence of carbonic
anhydrase.12 This plot reveals that themajority of the conditions
lead to

ffiffiffiffiffi
M

p
values greater than 3, which becomes important

considering the cases outlined in Table 2.
1780 | Energy Environ. Sci., 2014, 7, 1769–1785
Instantaneous reaction conditions. In the case of an
instantaneous reaction in which E ¼ Ei, only the thermody-
namics play a role in determining the CO2 ux. For example, affiffiffiffiffi
M

p
10 times larger than Ei indicates a large

ffiffiffiffiffi
M

p
(i.e., small kL

and/or high k) and/or a small Ei (i.e., ci is large). The cases of
small kL and large ci both result in an accumulation of CO2 in
the liquid lm or boundary of the liquid phase, indicating that
when a CO2 molecule reacts and leaves the region of the inter-
face, there is another CO2 molecule in place to react. Hence, the
capture (CO2 binding reaction) is described as being instanta-
neous. Let us consider the conditions that would lead to an
instantaneous reaction. In the case of DAC, where Ei may range
between 13 000 and 270 000, due to the low partial pressure CO2

in the atmosphere,
ffiffiffiffiffi
M

p
must be greater than 1.3 � 105 to 2.7 �

106, respectively. For the lower range of Ei, a solvent with a rate
constant greater than or equal to 1 � 1010 cm3 mol�1 s�1 and
with kL less than or equal to 1� 10�3 mm s�1 would result in an
instantaneous reaction. Importantly, this would render the
dilute DAC system comparable to a concentrated CO2 gas
mixture in terms of CO2 ux, recalling that the CO2 ux for the
instantaneous case is cikLEi. In this case the low ci of DAC is
offset by the extremely high Ei (i.e., 13 000–270 000), which is
inversely proportional to ci by eqn (12). In the case of natural gas
ue gas, an instantaneous reaction would occur with

ffiffiffiffiffi
M

p
> 850

to 35 000. At the low 850 range (see Fig. 6, bottom) this occurs
with k > 1 � 106 cm3 mol�1 s�1 and kL < 1 � 103 mm s�1, with kL
allowed to increase as k increases. In the case of coal ue gas,
the conditions require

ffiffiffiffiffi
M

p
> 300 to 25 000 to meet the instan-

taneous reaction criterion. This occurs with k as low as low as 1
� 105 cm3 mol�1 s�1 and kL < 1 � 103 mm s�1.

Fast pseudo-rst-order reaction conditions. In the case of a
fast pseudo-rst-order reaction, E ¼ ffiffiffiffiffiffiffiffiffiffi

DkcB
p

, and the subsequent
CO2 ux across the interface is ci

ffiffiffiffiffiffiffiffiffiffi
DkcB

p
. The requirements for

this Limiting Case #3 are that
ffiffiffiffiffi
M

p
< 1/2Ei and that

ffiffiffiffiffi
M

p
> 3, from

Table 2. As previously outlined, the only solvent examined in
this work that leads to

ffiffiffiffiffi
M

p
< 3 is MDEA, indicating that most

solvents will satisfy the criterion of
ffiffiffiffiffi
M

p
> 3, in that the chemical

binding reaction takes place at amoderate rate. Hence, MDEA is
one of the few solvents that proceeds via a pseudo-rst-order
This journal is © The Royal Society of Chemistry 2014
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reaction, and is not considered fast, in other words that satises
the Limiting Case #2 from Table 2. Fig. 9 shows all the scenarios
in which the Limiting Case #3 is not satised for DAC and ue
gases from natural gas- and coal-red power utilities. These
scenarios are cases in which

ffiffiffiffiffi
M

p
> 1/2Ei and as such the full lm

model must be applied and eqn (9) used to accurately calculate
the enhancement factor, E.

Implications of always assuming fast pseudo-rst-order
reaction. From Fig. 9 it is clear that as solvents become more
advanced in terms of their kinetic enhancement, the assump-
tion of fast pseudo-rst-order is likely to be an inaccurate
assumption. To investigate the impact that this assumption has
on the calculation of the CO2 ux, conditions were chosen that
lie in the regions of Fig. 9 for the case of coal-red ue gas and
using a 0.51 M solution of NaOH at 25 �C. Table 11 shows a
comparison of the ux calculated using the Higbie model (i.e.,
Higbie J) using eqn (16) for the calculation of Ei; E as dened in
the Limiting Case #3 (i.e., Film 3J) and given in eqn (13); and the
full lm model (i.e., Full Film J) as given in eqn (10).

Eiz

ffiffiffiffiffiffiffi
D

DB

r
þ cB

zci

ffiffiffiffiffiffiffi
DB

D

r
(16)

Properties of the solvent were taken from Tables 5 and 7,
with the process parameter L ¼ 0.001 m s�1 and a viscosity of
100 mPa s. Values of kL listed for each set of conditions were
calculated using eqn (5) and (6).25 In general, the ux estimates
are quite similar regardless of assuming the Limiting Case #3
and eqn (13) for the calculation of the enhancement factor.
However, it is anticipated that as solvents are designed with k
and kL conditions that lie deep within the regions shown in
Fig. 9, the error associated with assuming the fast pseudo-rst-
Table 11 Comparison of CO2 fluxes using various models for a 0.51 M N

3 DB/D
kL
[mm s�1]

Higbie J
[mol cm�2 s�1] � 106

Film 3 J
[mol cm�

0.9 1 0.068 1.46 1.56
0.9 2 0.068 2.05 1.56
0.6 1 0.118 2.53 1.56

a Dened as (Film 3J � Full Film J)/Full Film J. b Dened as Film 3J/Full

Table 10 Comparison of liquid- and gas-phase mass-transfer coefficien

Fluid m[mPa s] r[kg m�3]

Liquids
NaOH, 30 �C, 0.51 M 900 1019
MEA, 25 �C, 7.0 M 2200 1010.6
[emim][BF4], 25 �C, 4.89 M 23 300 1120
Unobtainium 400 2000

Gases
Air 18.54 1.161
Coal-red ue gas 18.6 1.118
Natural gas-red ue gas 17.97 1.113

This journal is © The Royal Society of Chemistry 2014
order reaction will be greater; therefore, the use of the full lm
model is strongly encouraged for the conditions shown in
Fig. 9.

Liquid-phase mass-transfer coefficient (kL) discrepancies in
the literature. Recent studies have used the liquid-phase mass-
transfer coefficient to estimate the required design parameters
for absorption columns for applications of DAC and ue gas
from natural gas and coal combustion. In order to avoid
confusion between the kL estimated in the current work and
those previously reported, attention is given to the various
assumptions made that lead to discrepancies in these values. A
recent review carried out by Razi, Bolland, and Svendsen31

focused on the design correlations specically for CO2 absorp-
tion into MEA using structured packings. This work explored
the various correlations developed for wetting, gas- and liquid-
phase mass-transfer, and pressure drop correlations as applied
to ue gas from natural gas- and coal-red power plants. Of the
10+ correlations considered for liquid-phase mass-transfer
coefficient estimates, only one fell outside of the range of 0.01–
0.1 mm s�1 for both ue gas applications. These estimates are
consistent with the current work, but inconsistent with others
reported in the literature. A recent study published by Holmes
and Keith23 on the design parameters of an air–liquid contactor
for large-scale capture of CO2 from air provided a review of
previously published liquid-phase mass-transfer coefficients,
with values 1–2 orders of magnitude greater than those of the
current work and that of Razi et al.31 The reason for these higher
values is due to the difference in how the authors dened the
mass-transfer coefficient. It appears that in their denition they
included the dimensionless Henry's law constant, which leads
to increased values due to different units. Dividing the mass-
transfer coefficient values reported in their work by the
aOH solution at 25 �C

2 s�1] � 106
Full Film J
[mol cm�2 s�1] � 106 J errora [%]

J errorb

[ratio]

1.25 25 1.25
1.40 12 1.1
1.38 13 1.1

Film.

ts for a variety of conditions without chemical enhancement

s[N m�1] k [mm s�1] 3 ¼ 0.75; 0.90

L ¼ 0.001 m s�1 L ¼ 0.01 m s�1

0.071 0.119; 0.082 0.320; 0.219
0.0604 0.108; 0.075 0.297; 0.204
0.0466 0.003; 0.002 0.008; 0.005
0.02 0.104; 0.071 0.374; 0.257

G ¼ 2.0 m s�1 G ¼ 5.0 m s�1

NA 10.1; 62.9 20.9; 131
NA
NA

Energy Environ. Sci., 2014, 7, 1769–1785 | 1781
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Table 12 Comparison of gas- and liquid-phase mass-transfer resistances

kg [mm s�1] kL [mm s�1] “EkL” ¼
ffiffiffiffiffiffiffiffiffiffiffi
DkcB

p e [mm s�1] H H/kL
h [s mm�1] H/EkL

h [s mm�1] 1/kg [s mm�1]

1000a 0.001c 1.0 (k ¼ 1 � 106 cm3 mol�1 s�1) 0.1f 0.285 3.16 � 10�4 0.001
13 000b 0.35d 316 (k ¼ 1 � 1011 cm3 mol�1 s�1) 2.2g 7.6 � 10�6

a 3 < 0.98 and G¼ 1–5m s�1. b 3 > 0.98 and G > 2.5 m s�1. c 3 > 0.6 and L < 2mm s�1; 3 > 0.85 and L > 4mm s�1. d 0.6 < 3 < 0.65 and L > 9 mm s�1. e D¼
1� 10�5 cm2 s�1 and cB ¼ 1� 10�3 mol cm�3. f Potassium carbonate. g Ionic liquids. h Divided extremes to determine greatest extent of resistance.
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dimensionless H as given in Tables 7 and 8 yields estimates in
line with those of the current work.

Another common problem is the confusion between the
physical and the chemically-enhanced liquid-phase mass-transfer
coefficient. When parameters such as base concentration and
rate constant are used in the calculation, this implies the inclu-
sion of chemical enhancement and, as expected, results in a
larger value of kL. Table 12 shows physical kL versus enhanced kL
for twodifferent scenarios, i.e.,moderate (1� 106 cm3mol�1 s�1)
and very fast (1 � 1011 cm3 mol�1 s�1) chemical reactions. The
enhanced liquid-phasemass-transfer coefficients range from1.0
to 316 mm s�1, indicating the possible range of the parameter
space of this coefficient and its dependence upon the rate of the
chemical reaction. Likely some of the studies cited in Holmes
and Keith23 are representative of enhanced mass transfer with a
chemical reaction, rather than simply physical mass transfer,
which would be based primarily on solubility and Henry's law.

The recent work of Mazzotti et al.24 focused on the optimi-
zation of a process for DAC of CO2 and reported enhanced kL. In
addition, they chose an alternate denition (reverse) of Henry's
law from that of the current work and that of Holmes and
Keith.23 In the study carried out by Mazzotti et al.,24 the Henry's
law constant was dened as the ratio between the interfacial
concentration of CO2 and its partial pressure in the gas phase,
resulting inHmultiplied by RT and kL in the denominator of the
liquid-phase resistance term of the overall mass-transfer resis-
tance equation (eqn (1) of current work).

When does gas-phase resistance begin to play a role? Recall
eqn (1) in which the overall mass-transfer resistance is
comprised of the resistance associated with mass transfer in the
gas phase and the resistance in the liquid phase. It is commonly
assumed that mass-transfer resistance is dominant in the liquid
lm and it was shown previously in Fig. 3 and 4 through a direct
comparison between kg and kL that this is the case in the
absence of chemical enhancement. Table 12 veries this by
listing extremes of kg and physical kL along with their recipro-
cals (resistance form) in accordance with eqn (1). In examining
the enhancement of the liquid-phase mass-transfer coefficient,
only the Limiting Case #3 from Table 2 was considered as it
represents the broadest range of conditions. Considering a
solvent with low CO2 solubility (2.71 M K2CO3 at 25 �C) and
kinetics on the order of carbonic anhydrase results in condi-
tions in which the resistance of CO2 transfer in the liquid is
minimized and hence is comparable to gas-phase resistance
estimates. Although these conditions may seem rare, it is
important to keep in mind that with the advent of new solvents
with improved kinetics, both gas- and liquid-phase resistances
1782 | Energy Environ. Sci., 2014, 7, 1769–1785
have the potential to play a role in determining the overall mass-
transfer coefficient.

Special solvent case – ionic liquids and why they work. Ionic
liquids are an interesting case in that they are fairly competitive
with traditional aqueous-based solvents, but they operate via a
physical rather than a chemical mechanism. From Table 7 and
Fig. 5 it is clear that ionic liquids exhibit the highest CO2

solubility among all of the solvents considered. Revisiting the
general ux equation without chemical enhancement, J ¼ cikL,
one can readily see that the ux is directly proportional to the
interfacial concentration, which is signicantly higher in the
case of ionic liquids compared to the traditional aqueous-based
solvents. However, due to limitations in their physical proper-
ties (i.e., s, r, and m), they are not able to wet packing material as
efficiently as aqueous-based solvents and hence have a signi-
cantly lower kL, primarily due to their high viscosity as shown in
Fig. 3 (bottom). Ultimately there is a balance between their high
solubility for CO2 and low liquid-phase mass-transfer coeffi-
cient that results in their product, i.e., CO2 ux, being
competitive with traditional solvents that typically exhibit
moderate solubilities and fairly tunable kL.
Summary and future directions on
tuning solvents for varying levels of
dilution

Film theory and mass-transfer correlations were revisited to
determine the solvent and process parameters most inuential
for CO2 capture. Specically, the two primary ux equations,
i.e., JCO2

¼ kLciE and JCO2 ¼ ci
ffiffiffiffiffiffiffiffiffiffi
DkcB

p
, were examined in detail to

identify the most important parameters for maximizing CO2

ux across the gas–liquid interface. The second ux equation is
used for fast pseudo-rst-order reactions by the criteria outlined
in the Limiting Case #3 of Table 2, while the rst equation
applies to all other scenarios. The results of the current work
indicate that the primary tunable parameters for enhancing
CO2 ux in carbon capture applications are ci, kL, and k. Both ci
and k are solvent parameters; however, ci is a thermodynamic
parameter independent of the time scale, while k is a kinetic
parameter independent of equilibrium. On the other hand, kL
has both process and solvent property origins as it is dependent
upon the process parameters L and 3, and the physical param-
eters of a solvent s, r, and m. Each of these tunable parameters
will be discussed in turn along with the three carbon capture
applications of focus, i.e., DAC and ue gases from natural gas-
and coal-red power plants.
This journal is © The Royal Society of Chemistry 2014
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Table 13 Potential impact of solvent modification on CO2 flux

Film 3 J Full Film J

ci [mol cm�3]
DAC 4�
Natural gas and coal 6�

k [cm3 mol�1 s�1]
DAC 100� 4�
Natural gas and coal 100� 2–4�a

kL [mm s�1] 7�
a Depending on Ei from Fig. 6.
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(1) Increasing the interfacial CO2 concentration, ci leads to
enhanced CO2 capture. According to Fig. 5, over the full range of
solvents considered (aqueous-based to ionic liquids), the ranges
of ci are 0.01 � 10�6 to 0.04 � 10�6 mol cm�3 for DAC, 1.0 �
10�6 to 6.0 � 10�6 mol cm�3 for natural gas and 2.0 � 10�6 to
12 � 10�6 mol cm�3 for coal applications. For similar solvents,
the interfacial concentration of CO2 for DAC is 100 times less
than natural gas, which is half that of coal ue gas. However,
using ionic liquids for DAC and an aqueous-based solvent for
natural gas results in a ci for the natural gas case only 25 times
more concentrated than the DAC case. As previously discussed
and demonstrated in Fig. 2, the wetting properties of ionic
liquids are limited. Hence, an improvement in solvent design
may be a hybrid uid approach in which the highly soluble
phase prefers to exist along the gas–liquid interface and is
immiscible in the phase with optimal wetting properties. It is
also interesting to note that the range of ci for DAC spans a
factor of 4, while the ranges of natural gas and coal span a factor
of 6, implying that the parameter space for optimization is
wider for the more concentrated gas systems.

(2) Increasing the liquid-phase mass transfer coefficient, kL
leads to enhanced CO2 capture. The range of kL for typical
solvents having viscosities on theorder of hundredsmPa s is 0.05–
0.35mms�1. For solvents suchas ionic liquidswith viscosities on
the order of 10 000 mPa s, the range of kL is signicantly reduced
by an order of magnitude, ranging from 0.001 to 0.009 mm s�1.
The porosity of the packing material, 3, also impacts k, ranging
from0.05mms�1with 3¼0.95up to0.15mms�1with 3¼ 0.6 and
L¼ 0.001ms�1.With ahigh Lof 0.01ms�1 and the sameporosity
range, kL ranges from 0.35 mm s�1 on the high end down to 0.05
mm s�1 at the low end. There is likely an optimized porosity of a
given packing material. A lower porosity may result in less
solvent-coated packing, potentially leading to a higher kL, but
minimizing porosity is practically limited because too low of a
porosity inherently leads to the solvent exiting the column
without interacting with CO2. An additional opportunity for
optimization existswithL. Increasing L results in an enhanced kL,
but with this increase comes an additional energy cost from
solvent pumping. For solventswith the optimal viscosity (i.e., 100
mPa s), kL has the potential to vary over a factor of 7.

(3) Increasing the chemical reaction rate constant, k leads to
enhanced CO2 capture. In the case of a fast pseudo-rst-order
reaction, the CO2 ux is directly proportional to

ffiffiffi
k

p
. Spanning

traditional solvents such as MEA solvents and comparing these
to an unobtainium solvent, with kinetics on the order of
carbonic anhydrase, leads to a potential ux increase by a factor
of 100. The rate constant also plays a role when the full lm
model is used to calculate E since this is dependent upon

ffiffiffiffiffi
M

p
,

which in turn is directly proportional to
ffiffiffi
k

p
. Therefore, as

ffiffiffi
k

p

increases,
ffiffiffiffiffi
M

p
increases, which leads to an increase in E, as

shown in eqn (12) and Fig. 1. From Fig. 8, it can be seen that
over a k range of 108 to 109 cm3 mol�1 s�1,

ffiffiffiffiffi
M

p
ranges from 2 �

104 to 4� 104, while over a k range of 1010 to 1011 cm3mol�1 s�1,
the range of

ffiffiffiffiffi
M

p
is slightly broader, from 1 � 105 to 4 � 105.

Hence, as k increases, its impact on
ffiffiffiffiffi
M

p
becomes greater. It is

important to note that the highest
ffiffiffiffiffi
M

p
estimates that lead to

higher E values require kL to be less than 0.01 mm s�1, as these
This journal is © The Royal Society of Chemistry 2014
are the conditions required for kinetics to dominate. If kL is too
large, there will not be sufficient CO2 concentration to keep up
with the chemical reaction taking place at the interface of the
liquid lm and bulk phase of the liquid, i.e., the system
becomes equilibrium-controlled rather than kinetically-
controlled. Considering the range of Ei values in Fig. 6 and
estimating E using these values along with

ffiffiffiffiffi
M

p
from Fig. 1

shows that
ffiffiffiffiffi
M

p
z E is a reasonable assumption for the case of

DAC. Hence, for the full lm model, solvents with a high rate
constant have the potential to increase the ux by a factor of 4.
In the cases of ue gas from natural gas and coal, increasingffiffiffiffiffi
M

p
leads to an increase in E, but this relationship is not as

direct at a lower Ei, as shown in Fig. 1.
Table 13 shows the relative impact optimal solvent properties

and absorption process parameters have on the CO2 ux across
the gas–liquid interface. In the case of ci and kL, there is no
distinction in the impact between conditions of fast pseudo-rst-
order reaction and the full lm model. It appears at rst glance
that kL has a greater impact than ci; however, since a high kL also
results in a potential depletion of CO2 at the gas–liquid interface,
it is important to consider the impact an increase in kL would
haveon k. This is especially crucial since the rate constanthas the
greatest potential for increasing ux, in particular for the fast
pseudo-rst-order reaction cases. For conditions requiring the
use of the full lmmodel, it is interesting to note that increasing
k has a greater impact on DAC than natural gas and coal ue gas
applications. The current study provides guidance for future
work to improve solvent and absorption process properties for
carbon capture, suggesting that the greatest impact could be
made by increasing the rate constant under the conditions of a
fast pseudo-rst-order reaction for systems with moderate kL.
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