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To predict accurately gas-transport in shale systems, it is important to study the transport phenomena of a non-
adsorptive gas such as helium to investigate gas “slippage”. Non-equilibrium molecular dynamics (NEMD) sim-
ulations have been carried outwith an external driving force imposed on the 3-D carbon pore network generated
atomistically using the Voronoi tessellation method, representative of the carbon-based kerogen porous struc-
ture of shale, to investigate helium transport and predict Klinkenberg parameters. Simulations are conducted
to determine the effect of pressure on gas permeability in the pore network structure. In addition, pressure
pulse decay experiments have been conducted tomeasure the helium permeability and Klinkenberg parameters
of a shale core plug to establish a comparison betweenpermeabilitymeasurements in the laboratory and the per-
meability predictions using NEMD simulations. The results indicate that the gas permeability, obtained from
pulse-decay experiments, is approximately two orders ofmagnitude greater than that calculated by theMD sim-
ulation. The experimental permeability, however, is extracted from early-time pressure profiles that correspond
to convective flow in shale macropores (N50 nm). That is, pore diameters estimated from the measured perme-
ability are greater than 50 nm.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

Although theories of gas transport in porous media have been used
and applied in the past, specific complexities such as material and
pore-size heterogeneities make each case unique. Gas transport through
tight sands, unmineable coal seams, and unconventional shale gas reser-
voirs are some examples in whichmore reliable and precise modeling is
required (Chawathe et al., 1996; Ertekin et al., 1986; Jalali and
Mohaghegh, 2004). Coal and the organic components of gas shale are
comprised of extremely complex pore networks with varying pore size,
shape, and surface functionality, that are partially responsible for uncer-
tainties in permeability andflux estimates based uponNavier–Stokes ap-
proaches. It is important to understand the gas' interaction with its local
surroundings on the molecular-scale to predict accurately the perme-
ability and gas behavior in the confined pores of these natural systems.
SEM (scanning electron microscopy) images of shale samples showed
pore widths in the macro (N50 nm) and meso (2 nm b meso b 50 nm)
scaleswithin the shale fabric (Sondergeld et al., 2010)while STEM(scan-
ning tunneling electron microscopy) images can capture pore widths in
shales down to 2 nm (Curtis et al., 2011). A conventional SEM technique
can image an area between 1 cm to 5 μm with a spatial resolution of
50 nm 100 nm and a magnification from 20× to 30,000× (Vijaya et al.,
2012). Gas transport in shale cores may exhibit a combination of Darcy
and slip flow due to multiple pore widths (Javadpour and Fisher,
ghts reserved.
2007). One way to characterize the gas transport regimes in a shale
core is by studying the Knudsen number. The Knudsen number is a di-
mensionless parameter that relates thegasmean free path to the average
pore size of the sample as:

Kn ¼ λ
d

ð1Þ

where Kn is the Knudsen number,λ is the gasmean free path and d is the
average pore diameter. The mean free path of the gas is defined as
(Mulder, 1991):

λ ¼ kBT

πd2P
ffiffiffi
2

p ; ð2Þ

where kB is the Boltzmann constant, T is temperature and P is pressure.
Table 1 shows Knudsen numbers that correspond to different flow re-
gimes (Hadjiconstantinou, 2006).

If for example, the average pore diameter is 100 nm and the mean
free path at a given pressure is 5 nm, the Knudsen numberwould be ap-
proximately 0.05 thereby indicating a slip transport regime. Clearly, a
variety of flow types might occur in a porous medium with a range of
pore sizes from nm to hundreds of nm.

The classical Navier–Stokes hydrodynamics is known to describe the
macroscopic flow of simple fluids (Travis et al., 1997). Gas transport in
pores on the order of microns (i.e., 10−6 m) such as sandstones of de-
pleted oil and gas reservoirs is governed by Darcy's law derived from
the Navier–Stokes equation by using a formal averaging procedure
(Neuman, 1977;Whitaker, 1986). Here, the continuum flow assumption
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Table 1
Knudsen number and flow types.

Flow type Knudsen number

Continuum flow Kn b 10−3

Slip flow 10−3 b Kn b 10−1

Transition flow 10−1 b Kn b 101

Free-molecule flow 101 b Kn
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is valid. Flow through very narrow channels or pores may not be accu-
rately described based upon these traditional macroscopic approaches
(Travis et al., 1997). When temperature and density vary appreciably
on a scale comparable to the molecular mean free path, these equations
break down (Bitsanis et al., 1988). Therefore, as pores become smaller,
the flow no longer obeys Darcy's law and correction factors associated
with the transport may be required (Ertekin et al., 1986; Jones and
Owens, 1980). In micro- and mesopores unlike in macropores (where
continuum flow occurs), the gas velocity at the walls is non-zero, and
predicted gas transport is enhanced as the “gas slippage” reduces viscous
drag and increases the apparent permeability (Klinkenberg, 1941). Gas
molecules are transported along the walls by molecular streaming or
Knudsen diffusion due to gas slippage and surface hopping of adsorbed
gas molecules (Akkutlu and Fathi, 2012). The slippage effect in carbon
micropores and its influence onCO2 andCH4 transportwere investigated
in detail in the previous work by the authors (Firouzi andWilcox, 2013).

Klinkenberg observed that in the pore capillary system the mean
free path (λ) is inversely proportional to the mean pressure (pm) and
combined Poiseuille's Law for gas flow in capillaries with Darcy's law
for flow in porous media, to obtain the Klinkenberg equation:

kg ¼ k∞ 1þ b
pm

� �
; ð3Þ

where k∞ is the permeability at infinite pressure (liquid permeability)
and b is referred to as the gas slippage factor (Klinkenberg, 1941;
McPhee and Arthur, 1991). Themean free path is inversely proportional
to the mean pressure, therefore, at lower pressures, the mean free path
increases, and the slippage effect and subsequent gas permeability are
enhanced. At larger mean pressures, the slippage effect is suppressed
and permeability is reduced until at infinite mean pressure the mean
free path is reduced to zero atwhich point the gasmolecules are consid-
ered to behave as a liquid, with the gas and inert liquid permeability, k∞,
becoming equivalent (McPhee and Arthur, 1991). Under the assump-
tions of Klinkenberg, a thin layer exists close to the pore wall in which
only collisions between the gas and wall take place, with gas–gas inter-
actions ignored (Bravo, 2007).

Fundamental understanding of the microstructure of coal and
gas shale and their influence on gas transport is of great importance
in carbon capture and storage and recovery of natural gas (Gamson
et al., 1993). To understand the molecular processes, gas transport
phenomena in the matrix require further investigation. The gas
transport is dominated by the geometrical and topological charac-
teristics of the material as shown in the previous studies (Firouzi
and Wilcox, 2012; Firouzi et al., 2004; Sahimi and Tsotsis, 2003; Xu
et al., 2000a). The use of a single carbon slit pore is a grossly inade-
quate model to predict gas permeability in real porous natural
systems. In order to predict the gas permeability using a more
realistic model, a 3-D carbon-pore network structure is used in this
work as generated atomistically using the Voronoi tessellation
method. Recently a new method has been developed that generates
the pore space based upon mimicking the chemical process that
leads to its formation (Naserifar et al., 2013a,b).

To provide a baseline comparison, it is important to study the prop-
erties of a nonadsorbing gas, such as helium, to investigate the slippage
phenomenon independent of adsorption. In addition, small molecules
such as helium and hydrogen are able to permeate most pores. There-
fore, to reveal the complex structure of coal and shale the gas perme-
ation characteristics of small molecules are important to develop a
fundamental understanding of the phenomena involved during the gas
transport in these geologic formations. In the current work we investi-
gate helium transport in the generated 3-D carbon pore network to pre-
dict the permeability and Klinkenberg parameters. NEMD simulations
are used. This technique is ideally suited for the experimental situation
in which an external driving force, such as a chemical potential or pres-
sure gradient, is applied to a given pore or pore network. A dual control-
volume-grand-canonical molecular dynamics (DCV-GCMD) technique,
that has been used extensively (Cracknell et al., 1995; Firouzi et al.,
2003, 2004, 2006, 2007; Ford and Glandt, 1995; Ford and Heffelfinger,
1998; Furukawa et al., 1997; Heffelfinger and Ford, 1998; Heffelfinger
and Swol, 1994; Kjelstrup and Hafskjold, 1996; Lupkowski and Swol,
1991; MacElroy, 1994; Maginn et al., 1993; Nicholson et al., 1996; Pohl
and Heffelfinger, 1999; Sun and Ebner, 1992; Sunderrajan et al., 1996;
Thompson et al., 1998; Xu et al., 1998, 1999, 2000a,b) has been utilized.
MD simulation studies were used in the past to study the effect of mem-
brane structures and dynamics on gas permeation properties through
microporous amorphous silica membranes, where helium was adopted
as a permeating gas species (Yoshioka et al., 2008).

In addition, pulse-decay experiments are conducted to compare the
permeability results of helium with those obtained by MD simulations.
This comparison begins to address the current gap between the exper-
imental analysis of shale gas permeability at core scale and theoretical
analysis at pore scale. The pressure pulse decay method leads to more
rapid determination of the permeability of tight media in comparison
to a steady-state experiment that requires the flow rate to stabilize. To
obtain permeability, the pressure pulse decay experiment has been sim-
ulated numerically and the downstream and upstream pressure histo-
ries have been matched simultaneously using a continuum description
of the gas phase (Alnoaimi and Kovscek, 2013). Unlikemany other solu-
tions for permeabilitymeasurements (Amaefule et al., 1986; Brace et al.,
1968; Dicker and Smits, 1988), our numerical history-match method
provides a sufficiently accurate permeability determination for large
pressure pulses. Elsewhere (Alnoaimi and Kovscek, 2013), the method
has been described extensively and has been comparedwith the analyt-
ical solutions of Brace et al. (1968) and Jones (1997) for various gases in-
cluding helium.

To date little fundamental knowledge exists regarding gas transport
and slippage in the confined spaces of the natural system such as coal
and shale for comparing theory and experiments. This work represents
the steps required for a deeper understanding of the phenomena in-
volved during the gas transport in these systems to address the gap be-
tween experimental analysis of gas permeability at core scale and
theoretical analysis at pore scale.

2. Computational methodology

2.1. Carbon porous structure

A pore network model with a realistic 3-D carbon-based porous
structure is used to predict the gas permeabilities. The pore network is
generated by the Voronoi tessellation of a solid material composed of
hundreds of thousands of atoms, and by designating a fraction of the
Voronoi polyhedra as the pores that allows for the investigation of the
effect of themorphology of the pore space, i.e., its pore size distribution
and pore connectivity, on the gas transport (Firouzi and Wilcox, 2012,
2013). In this method a 3-D cell of carbon atomswith a structure corre-
sponding to graphite is generated so that the number density of carbon
atoms is 114 nm−3 and the spacing between the adjacent graphite
layers in the z direction is 0.335 nm. The size of the initial graphite cell
is 102, 103, and 103 Å in x, y, and z directions, respectively, and consists
of 124,992 carbon atoms. Periodic boundary conditions are applied in all
directions. The graphite cell is then tessellated, using the procedures



Table 2
XRD and XPS compositions of Eagle Ford core sample.

XRD composition, %

Quartz Feldspar Calcite Pyrite Clay TOC

22.7 1.2 53.3 4.7 12.3 4.83

XPS composition, %

O C Ca Si Al N

46.93 34.04 4.71 8.33 5.98 0

Fig. 1. Schematic of the experimental setup. Upstream pressure is initially higher than the
core and downstream pressures. The core and downstream pressures are the same. After
opening the main valve, the pressure flows to the core and eventually equilibrate every-
where in the system.
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described in detail in the previous works (Firouzi and Wilcox, 2012,
2013). In this work the structure is rigid and the porosity in the gener-
ated 3-D pore network is 25% and the pores are selected randomly,
with an average pore size of 20 Å. The number of inserted Poisson
points in the simulation cell is 240. Although the porosity used for MD
simulations may appear to be large, Vega et al. (submitted for
publication) have imaged the spatial distribution of porosity in core-
sized samples of the Eagle Ford shale. They find localized volumes of
shale with porosities similar to 25% in core that has an average porosity
of 5.4%.

2.2. Molecular modeling and interaction potential

The DCV-GCMDmethod is employed to investigate gas transport.
This method combines the MD moves in the entire system with
grand-canonical Monte Carlo (GCMC) insertions and deletions of
the molecules in the two control volumes (CVs). The densities, or
the corresponding chemical potentials, in the CVs are maintained
using a sufficient number of GCMC insertions and deletions
(Cracknell et al., 1995; Firouzi and Wilcox, 2012; Firouzi et al.,
2003, 2004, 2006, 2007; Ford and Heffelfinger, 1998; Heffelfinger
and Swol, 1994; Xu et al., 1998, 1999, 2000a,b). The probability of
inserting a molecule is given by:

pþ ¼ min
ZVc

N þ 1
exp −ΔU=kBTð Þ;1

� �
; ð4Þ

where Z = exp(μ ∕ kBT) ∕ Λ3 is the absolute activity at temperature
T, Λ and μ are, respectively, the de Broglie wavelength (Λ) and the
chemical potential, kB is the Boltzmann's constant, ΔU is the poten-
tial energy change resulting from inserting or removing a molecule,
and Vc and N are the volume of the CV and number of molecules in
each CV, respectively. The probability of deleting a molecule is
given by:

p− ¼ min
N
ZVc

exp −ΔU=kBTð Þ;1
� �

: ð5Þ

The chemical potentials are converted to equivalent pressures using
the Lennard-Jones (LJ) equation of state (Johnson et al., 1993). A thermal
velocity selected from theMaxwell–Boltzmann distribution at the given
T is assignedwhen amolecule is inserted in a CV. Typically, 10 GCMC in-
sertions and deletions in each CV are followed by one MD integration
step. In theMD simulations the Verlet velocity algorithmwasused to in-
tegrate the equations of motion with a time step, Δt = 0.00685 ps. The
equations of motion were integrated with up to 10 × 106 time steps to
ensure that a steady state has been reached. The properties, such as con-
centration profiles, fluxes, etc., are calculated and averaged over the last
1 million time steps. TheDCV-GCMDmethod has been explained in de-
tail in the previous work by the authors (Firouzi and Wilcox, 2012,
2013; Firouzi et al., 2003, 2004, 2006, 2007).

The helium molecules were represented using LJ potentials and
characterized by the effective LJ size and energy parameters, σ and
ε, respectively. We used σHe = 2.64 Å, and εHe/kB = 10.9 K. The
gas molecule–molecule interactions are modeled with the cut-and-
shifted LJ 6–12 potential with a cut-off distance rc = 15.2 Å
(4.0σCH4) (Firouzi and Wilcox, 2012; Firouzi et al., 2003, 2004,
2006, 2007; Xu et al., 2000a). To calculate the interactions between
the gas molecules and the walls, the LJ potential for the interactions
between the gas molecules and the individual carbon atoms on the
pore network structure are used with a cut-off distance rc = 13.3 Å
(3.5σCH4). The interaction between the gas molecules with the entire
carbon porous structure was taken to be the sum of the LJ potentials
between the gas molecules and each individual carbon atom in the
pore network (Firouzi and Wilcox, 2012). The flux, J, in the direction
of the applied pressure gradient is calculated by measuring the net
number of gas molecules crossing a given yz plane. The permeability,
K, is then calculated using:

K ¼ J
ΔP=L

¼ LJ
ΔP

; ð6Þ

where ΔP and L are the pressure drop imposed along the pore net-
work and length of the pore network, respectively. To study gas
transport due to an applied pressure gradient, the temperature of
the system is held constant at 25 °C thereby eliminating any contri-
bution of the temperature gradient to the transport; hence,
isokinetic conditions are maintained by rescaling the velocity inde-
pendently in all three directions.

3. Gas permeability measurements of shales

Measurements of helium permeability are made to compare against
the modeling predictions. The history-match method was outlined
below to measure the permeability of an Eagle Ford shale sample. The
sample is horizontal (parallel to bedding) from a depth of 12,753 ft
and has XRD and XPS mineral compositions as indicated in Table 2.

3.1. Pressure pulse decay experiment

The pressure pulse decay experiment is useful to measure gas per-
meability of cores from tight formations that are in the micro Darcy
range or less. The concept of this method relies on placing the core in-
side a holder that is connected to an upstream volume and a down-
stream volume. Fig. 1 shows a schematic of the experimental setup.
Initially, the pressure exerted is the same everywhere in the system. A
closed (main) valve separates the upstream chamber from the core
and the downstream volume. The upstream pressure is increased to a
value greater than the initial pressure that exists in the core and down-
stream chamber. After that, themain valve is opened and gas is allowed
to flow from the upstream chamber to the core and the downstream
chamber. This is the so-called pressure pulse. The pressure history is
monitored and recorded using pressure transducers located in the
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Fig. 2. (a) Core holder apparatus, (b) Core sample. The core holder apparatus consists of bottom cap, core holder and upper cap. The core is placed above the bottom cap. The core holder
connects the core and bottom cap with the upper cap. The bottom cap is connected to the upstream volume while the upper cap is connected to the downstream volume.
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upstream and downstream chambers. Once the pressure equilibrates in
the system, upstream and downstream pressure histories are used for
permeability measurements.

The apparatus of the pulse decay experiment consists of three main
components: bottom cap, upper cap and stainless steel tube, as shown
in Fig. 2a. The core plug used in the permeability study is sampled
from the Eagle Ford shale play and has a clear calcite filled fracture
along the length of the core as shown in Fig. 2b.

The sample is placed on the bottom cap and a Teflon heat-shrinkable
tube is used to wrap the sample. Another layer of the shrinkable tube is
spread with a sealant (730 Solvent Resistant Sealant, Dow Corning)
from inside andwrapped around the sample as Fig. 3 indicates. The sam-
ple, then, is wrapped with aluminum foil and nickel foil to prevent
helium gas from diffusing through the sleeve material to the confining
volume. This wrapping order is made twice and is allowed three days
to dry. After putting together the apparatus, two pressure transducers
(Super TJEModel) and a temperature controller (Omega CN8200 Series)
are used. The temperature of the sample is kept constant at 77 °F. A
water pump is used to apply confining pressure on the sample.

3.2. History-match method

Simplified analytical solutions are commonly used to estimate the
permeabilities of tight rock samples (Civan et al., 2012). Typical
methods as attributed to Brace et al. (1968), Amaefule et al. (1986),
Dicker and Smits (1988) and Jones (1997) may be effectively used for
permeability measurements in pressure pulse decay experiments but
are subject to significant limitations. Because gas is highly compressible,
these solutions generally provide reasonably accurate measurements at
amaximumpressure pulse of 10% of the initial pressure. Some solutions
account for sorption effects such as those investigated by Jones (1997),
while others such as those investigated by Brace et al. (1968) do not.
The experimental conditions provided in the current study exceed the
10% pressure drop limitation; therefore, a numerical solution including
gas compressibility is employed to estimate the gas permeability via
history-matching the pressure drop rather than the Brace method.

The history-match method is based on a numerical flow simulation
and is employed to estimate the gas permeability by matching the sim-
ulated pressure history with the experimental result. Specifically, the
Fig. 3.Wrapping procedure for the core sample. The core is placed on the bottom cap and wrap
layers. The sample is additionally wrapped with aluminum and nickel foils to prevent helium e
upstream and downstream pressure histories are matched simulta-
neously. It is very common to apply a 5–10% pressure pulse during pres-
sure pulse decay experiments and use simple analytical solutions to
estimate the gas permeability. The history-match method, however,
can be used to estimate the gas permeability at large pressure pulses.
The advantage of a large pressure pulse is the improved signal to noise
ratio of the pressure data.

In this study, a fully implicit 2-D single-phase, compressible-gas sim-
ulator was written to study the gas transport characteristics through
shale cores and to be used as a means of inferring gas permeability by
matching of pressure history. The simulator uses the black oil model
and a standard upstream-weighted finite volume approach (Aziz and
Settari, 1979). The Newton–Raphson method was used to resolve
non-linearity in pressure terms. The gas flux is described by Darcy's
law without diffusion as appropriate for the large pressure pulses
employed. The gas properties, i.e. viscosity and compressibility, are dy-
namic and are estimated usingNIST data (NISTWebbook, 2013) and the
Peng-Robinson equation of state (Peng and Robinson, 1976), respec-
tively. An in-situ 2-D porosity map of the core obtained by a CT-
Scanning method as well as examples of pressure pulse history-match
is found in Alnoaimi and Kovscek (2013).

The numerical scheme is fully implicit. The gas compressibility
makes the transmissibility terms very sensitive to pressure change
and therefore explicit schemes cannot be used for this problem. The
general equation solved in a discretized form is

∂
∂x α

Axk
μgBg

∂p
∂x

 !
Δxþ ∂

∂y α
Ayk
μgBg

∂p
∂y

 !
Δy ¼ Vb

∂
∂t ∅ 1

Bg
þ 1−∅ð ÞρmVg

" #
;

ð7Þ

where α is the transmissibility conversion factor, A is the cross-sectional
area, k is themeasured permeability and is assumed to be equal in the x
and y directions, μg is the gas viscosity, Bg is the gas formation volume
factor, Vb is the block volume, ρm is the rock density and Vg is the volume
of adsorbed gas. Sorption effects are ignored in this work because
helium is considered a non-adsorptive gas.

After measuring the apparent permeability, the liquid permeability
and slip factor are estimated using Eq. (3). The average pore diameter
ped with three Teflon heat-shrinkable tubes with white silicon gel spread in between the
scape from the core to the confining volume.

image of Fig.�2


Table 3
Pressure pulse decay experimental conditions.

Experiment Downstream
pressure, psi

Upstream
pressure, psi

Final pore
pressure, psi

Confining
pressure, psi

1 146.00 294.00 227.40 731.58
2 146.00 367.50 270.10 763.00
3 146.00 441.00 312.80 818.00
4 146.00 514.50 347.63 847.63
5 146.00 588.00 386.32 886.32
6 146.00 661.50 425.00 925.00

66 M. Firouzi et al. / International Journal of Coal Geology 123 (2014) 62–68
carrying gas is inferred from the liquid permeability using Eq. (8) as pro-
vided in (Civan, 2010)

R ¼ 4
ba

μ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
πRgT
2Mw

;

s
ð8Þ

where R is the pore radius, ba is the slip factor, Rg is the gas constant, T is
the temperature andMw is the gasmolecularmass. This equation is used
to estimate the apparent pore radius after fitting a straight line to the
apparent permeability versus reciprocal pressure plot.

3.3. Experimental conditions

The pressure pulse decay experimental conditions mimic the condi-
tions applied in the MD simulation. The experimental conditions are
listed in Table 3. The confining pressure is increased in every experi-
ment to set the net effective stress (i.e., the difference in confining and
pore pressure) constant at about 500 psi. Pore pressure, as used here,
is the gas pressure within the pore space of the sample. The confining
pressure is adjusted every time the pore pressure increases.

In what follows, we present and discuss the results of our simula-
tions and experiments.

4. Results and discussion

NEMD simulations for modeling the transport properties of helium
are conducted. To better understand the distributions of helium in the
pore, Fig. 4 presents the time-averaged density profiles, ρiz(x)(averaged
in the yz planes), of helium as a function of x along the pore, defined as
the region,−51.1 b x b 51.1 Å. Profiles are computed by averaging the
results over the last 1,000,000 time steps. To calculate ρiz(x), the simula-
tion box in the x-direction was divided into grids of size 5.1 Å, and for
each MD step, the density profiles ρiz(x) were obtained by averaging
the number of gas molecules over the distance 5.1 Å. In this and subse-
quent figures, the vertical dashed lines indicate the boundaries of the
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Fig. 4. Time-averaged density ρz (x) profile of helium in the transport direction x. The up-
stream and downstream pressures are 734.80 and 146.96 psi, respectively. Dashed verti-
cal lines indicate the boundaries of the pore network region.
pore region. The density profiles are essentially flat in the two CVs,
with numerical values that match those obtained by the GCMCmethod
at the same conditions, indicating that the chemical potentials in the
two CVs have been properly maintained during the NEMD simulations.
As seen in Fig. 4, in the transport region, i.e., −51.1 b x b 51.1 Å, the
density decreases along the pore, as expected. The density in the trans-
port region is low due to the minimal adsorption that helium exhibits.
The density profiles in the transport region are not linear due to the ex-
istence of the overall bulk pressure gradient and the diffusive and con-
vective fluxes that make up the total flux. These features are clearly
seen in Fig. 5, where we show snapshots of the same pore and the dis-
tribution of the gas molecules for the same conditions as in Fig. 4, ob-
tained at a steady state after 10 × 106 time steps. From this figure it is
evident that the density decreases from left to right.

Fig. 6 represents the dependence of the permeability of helium on
the inverse mean pressure applied to the generated pore network
model. The downstream pressure is fixed at 146.96 psi, while the up-
streampressures are varied. The gas permeabilities have been converted
using the bulk viscosity to convert from generalized permeability units
to “micro-Darcy” units (a common unit used in petroleum engineering)
and the slippage factor b and k∞ have been calculated using Eq. (3). By
increasing the upstream pressure but maintaining the same down-
stream pressure along the pore, the permeability of helium decreases.
This phenomenon is described by the theory of Klinkenberg in that at
the lower pressures the mean free path increases thereby increasing
the slippage effect and leading to enhanced gas permeability, while at
the largermean pressures the slippage effect is suppressed leading to re-
duced permeability. The same behavior for CH4 and CO2 gases are found
in previous work (Firouzi and Wilcox, 2013).

The apparent permeability values for helium are listed in Table 4.
The values are the early-time apparent permeability that represents
flow in the largest pore space (i.e., macro-pores). The estimated perme-
abilities are in themicro-Darcy range and this is found to be common in
Eagle Ford samples as observed in our laboratory measurements. Fig. 7
shows a plot of the apparent permeability versus the reciprocal pore
pressure with a straight line fit to determine the liquid permeability
and slip factor. The error bars in the data found in the figure represent
the±5% uncertainty in the volumetric measurements of the apparatus.
The liquid permeability is 39.31 micro-Darcy and the slip factor is
69.91 psi. The slip factor is used to determine an apparent pore diame-
ter from Eq. (8). The estimated apparent pore diameter for a cylindrical
pore shape is 324.4 nm. This average pore size is inferred from the net
effective stress applied to the sample that eventually dictates the slip
factor. The estimated Knudsen number for each experiment falls in the
slip-flow regime as mentioned earlier in Table 1.

The average pore size in the 3-D pore network used in the MD sim-
ulation is 2 nm, hence the calculated permeability represents flow in
micro and mesopores. It is computationally very expensive to carry
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Fig. 5. A snapshot of the distributions of helium in the pore network. The upstream and
downstream pressures are 734.80 and 146.96 psi, respectively. Dashed vertical lines indi-
cate the boundaries of the pore network region.
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Fig. 6. The dependence of the permeability of helium on inversemean pressure applied to
the pore network. The downstream pressures are fixed at 146.96 (psi)while the upstream
pressure varies.
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out MD simulations within a 3-D pore network with an average pore
size comparable to those of realistic natural systems. The gas permeabil-
ity obtained by thepulse decay experiment is about amagnitude greater
than that calculated by theMD simulation. Gas transport is typically en-
hanced inmicro andmesopores due tomolecular streaming or Knudsen
diffusion over Darcy flow where the gas velocity at the pore walls is
non-zero and the “gas slippage” reduces viscous drag and increases per-
meability (Firouzi and Wilcox, 2013). The experimental permeability
measurements of the intact core are greater than those obtained by
the MD simulations because the core contains multi-pore sizes includ-
ingmacro- andmeso-pores. The experimental permeability is extracted
from the early-time pressure profile that corresponds to macropores as
indicated by the estimated apparent pore diameter. This permeability is
referred to as Darcy permeability. Oneway to bridge the gap in scale be-
tween the two measurements is through crushing the intact core using
a grinding tool to very fine powders and using a sieve to control the
grain size. In addition, an adsorption isotherm can be obtained for the
sample using nitrogen gas to estimate the average pore diameter.
Once the estimated average pore diameter is equivalent to 2 nm, the
permeability measurements would be comparable to MD simulations.
Although such a method would change the nature of the shale sample,
it is still insightful to study the adsorption characteristics of gases in
shales for the purpose of evaluating shales as a CO2 storage media.

5. Summary

NEMD simulations are conducted, with an external driving force im-
posed on a 3-D pore network model representative of carbon-based
structure of coal and shale. These simulations investigate the transport
properties of helium as a non-adsorptive gas to predict the permeability
and Klinkenberg parameters. The 3-D carbon pore network is generated
atomistically using the Voronoi tessellationmethod and simulations are
conducted to determine the effect of pressure on gas permeability with-
in the pore network structure.
Table 4
Gas permeability at increasing pore pressure.

Experiment Permeability,
micro-Darcy

Pore
pressure, psi

Reciprocal
pressure, psi

Knudsen
number

1 51.2 227.40 0.0044 2.59 × 10−2

2 49.6 270.10 0.0037 2.18 × 10−2

3 48.5 312.80 0.0032 1.88 × 10−2

4 47.1 347.63 0.0029 1.69 × 10−2

5 46.3 386.32 0.0026 1.52 × 10−2

6 45.7 425.00 0.0024 1.38 × 10−2
Experimental analyses have been conducted using the pressure
pulse decay technique with the aid of a numerical solution to history
match the pressure history and determine helium permeability and
Klinkenberg parameters of a shale core plug at similar conditions. The
comparison between conventional laboratory permeability measure-
ments and the predicted permeability using MD simulations indicates
that the gas permeability, obtained by the pulse decay experiment, is
approximately two orders of magnitude greater than that calculated
by the MD simulation. The estimated experimental permeability, how-
ever, is extracted from the early-time pressure profile corresponding
to transport in macropores as indicated by the estimated apparent
pore diameter and referred to as a Darcy permeability. Crushing the in-
tact core and sieving the sample to control the grain sizemay bridge the
gap in scale between the two methods in a way that the permeability
measurements may be comparable with the simulations. Coal and the
organic components of shale are comprised of an extremely complex
pore structure with surface functionality and natural fractures. More
complex molecular models of graphite structures containing fractures,
local charge and defect sites within the pores, in addition to the inclu-
sion of chemical functional groups inside the cavities to generate a
more realistic model of natural systems of interest such as coal and
shales, will be considered in the future work. These results will poten-
tially have important implications on gas transport in carbon-basedma-
terials and geologic formations and may provide an understanding of
the limitations of the use of continuum fluid tomodel transport proper-
ties for confined fluids.
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