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Non-equilibrium molecular dynamics simulations of pure carbon dioxide and methane and their
equimolar mixtures have been carried out with an external driving force imposed on carbon slit
pores to investigate gas slippage and Klinkenberg effects. Simulations were conducted to determine
the effect of pore size and exposure to an external potential on the velocity profile and slip-stick
boundary conditions. The simulations indicate that molecule-wall collisions influence the velocity
profile, which deviates significantly from the Navier-Stokes hydrodynamic prediction for micro-
and mesopores. Also, the shape of the velocity profile is found to be independent of the applied
pressure gradient in micropores. The results indicate that the velocity profile is uniform for pore sizes
less than 2 nm (micropores) where the transport is mainly due to molecular streaming or Knudsen
diffusion and, to a lesser extent, molecular diffusion. As pore sizes increase to 10 nm, parabolic
profiles are observed due to the reduced interaction of gas molecules with the pore walls. A 3D pore
network, representative of porous carbon-based materials, has been generated atomistically using the
Voronoi tessellation method. Simulations have been carried out to determine the effect of the pore
structure and modeled viscosity on permeability and Klinkenberg parameters. The use of the bulk-
phase viscosity for estimating the permeability of CO2 in units of Darcy in a 3D micropore network
is not an appropriate assumption as it significantly underestimates the CO2 permeability. On the other
hand, since the transport properties of CH4 are less influenced by the pore walls compared with CO2,
the use of the bulk-phase CH4 viscosity estimates are a reasonable assumption. © 2013 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4790658]

I. INTRODUCTION

Transport and separation of carbon dioxide (CO2) in mi-
croporous carbon-based materials is a problem of industrial
importance, particularly for the mitigation of greenhouse gas
emissions, which is currently of fundamental and practical in-
terest. Carbon capture and storage (CCS) has the capacity to
potentially mitigate gigatons of CO2 emissions. Among the
various geologic formations investigated, some of which in-
clude deep saline aquifers, depleted oil/gas reservoirs, and
unmineable coalbeds, each has different storage capacities.1

Depleted oil and gas reservoirs are estimated to have a stor-
age capacity of 675–900 GtCO2, with deep saline formations
having a potential storage capacity of at least 1000 GtCO2.2

Although the capacities of unmineable coal seams are signif-
icantly lower (i.e., 3 GtCO2 up to 200 GtCO2)2 than saline
aquifers and depleted oil and gas reservoirs, they are particu-
larly useful for enhanced coal-bed methane recovery (ECBM)
applications. Another advantage of storing CO2 in coalbeds is
that they are often close in proximity to electricity genera-
tion sources.3, 4 However, obstacles including technical matu-
rity and cost, as well as public perception, regulatory aspects
and environmental issues have thus far hindered wide-scale
deployment of this strategy.2

It is important to understand the transport properties of
CO2 and its interaction with its local surroundings on the

a)Author to whom correspondence should be addressed. Electronic mail:
jen.wilcox@stanford.edu.

molecular-scale to design efficient and reliable strategies for
carbon storage at full-scale. Fundamental understanding of
the microstructure of coal and gas shale and their influence
on the transmissibility of methane is of great importance in
the recovery of this valuable resource.5 To understand the
molecular processes relevant to storage of CO2 in unmine-
able coal seams or gas shale with enhanced methane recov-
ery, gas transport phenomena in the matrix require further
investigation.

Although theories of gas transport in porous media have
been used and applied for many years, specific complexi-
ties such as material and pore size heterogeneities make each
problem and case unique. Some examples include, but are
not limited to gas transport through tight sands, coal-bed
methane, and unconventional shale gas reservoirs, in which
more reliable and precise modeling are required.6–8 Each of
these example systems is composed of a network of very
small pores, which are partially responsible for uncertainties
in permeability and flux estimates based upon Navier-Stokes
approaches.

Classical Navier-Stokes hydrodynamics is known to de-
scribe the macroscopic flow of simple fluids.9 Flow through
typical porous media composed of large pores (i.e., on the
order of microns) such as sandstones of depleted oil and
gas reservoirs may be modeled using Darcy’s law derived
from the Navier-Stokes equation by using a formal averag-
ing procedure,10, 11 in which the continuum flow assumption
is valid. However, when temperature and density vary appre-
ciably on a scale comparable to the molecular mean free path,
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these equations break down.12 Therefore, flow through very
narrow channels or pores may not be accurately described
based upon these traditional macroscopic approaches.9 As
pores become smaller the flow no longer obeys Darcy’s law
and correction factors associated with the transport may be
required.6, 13

Interestingly, in small pores unlike in large pores (where
continuum flow occurs), the gas velocity at the walls is
non-zero and predicted gas transport is somewhat enhanced
as the gas flow transitions from a parabolic velocity profile
to plug-flow.14 Gas molecules are transported along the walls
by molecular streaming or Knudsen diffusion due to gas
slippage or surface hopping of adsorbed gas molecules.14

The hydrodynamic boundary condition of methane and argon
flowing in graphene nanochannels were previously examined
using molecular dynamics (MD) simulations, and the no-slip
boundary condition was shown to be violated for fluids con-
fined by graphene surfaces owing to their atomic smoothness
and lyophobicity.15 Using a lattice Boltzmann simulation ap-
proach, previous investigations have shown that due to strong
gas-solid interactions, molecular streaming along carbon pore
walls dominates the gas transport mechanism in kerogen.14

Also, It has been shown that the shape of the velocity profile
is independent of the applied pressure gradient in small
pores, while classical Navier-Stokes behavior is approached
for channel widths greater than ∼10 molecular diameters.9

Within the current work we investigate the gas slippage
and simulated viscosity effects for a model gas confined to
micro- and mesopores. The density and streaming velocity
profiles of the gas undergoing a pressure gradient along the
pore length are examined in detail. Klinkenberg16 was the first
to apply results of gas slippage theory to the petrophysical do-
main, and assumed that the porous medium consists of a bun-
dle of equidimensional pore capillaries of radius r and argued
that, in capillaries with a diameter comparable to the mean
free path of the gas, interactions between the gas molecules
and the capillary walls contribute to the forward movement of
gas molecules in the transport direction. This “gas slippage”
reduces viscous drag and increases permeability. Under the
assumptions of Klinkenberg, a thin layer exists close to the
pore wall in which only collisions between the gas and wall
take place, with gas-gas interactions ignored.17 Klinkenberg
noted that in the pore capillary system the mean free path (λ)
is inversely proportional to the mean pressure (pm) and com-
bined Poiseuille’s law for gas flow in capillaries with Darcy’s
law for flow in porous media, to obtain the Klinkenberg
equation

kg = k∞

(
1 + b

pm

)
, (1)

where k∞ is the permeability at infinite pressure (liquid per-
meability) and b is referred to as the gas slippage factor.16, 18

As previously described, the mean free path is inversely
proportional to the mean pressure, thus at lower pressures the
mean free path increases, and the slippage effect and subse-
quent gas permeability are enhanced. At higher mean pres-
sures, the slippage effect is suppressed and permeability is
reduced until at infinite mean pressure the mean free path is
reduced to zero at which point the gas molecules are consid-

ered to behave as a liquid, with the gas and inert liquid per-
meability, k∞, becoming equivalent.18

Molecular simulation investigations are carried out in the
current work and are based on non-equilibrium molecular dy-
namics (NEMD), a technique ideally suited for the experi-
mental situation in which an external driving force, such as a
chemical potential or pressure gradient, is applied to a given
pore or pore network. A dual control-volume-grand-canonical
molecular dynamics (DCV-GCMD) technique, which has
been used extensively19–41 has been utilized in the current
work.

To date there exists little fundamental knowledge regard-
ing gas transport and slippage in carbon-based porous sys-
tems on the molecular scale. The current investigation was
designed to shed light on the details of transport processes
at the atomistic level and to demonstrate the possible use of
this common technique in the field of CO2 transport and stor-
age. This work represents the steps required for a deeper un-
derstanding of the phenomena involved during the transport
of gas mixtures in carbon-based materials. The results indi-
cate that molecular phenomena play a significant role on the
transport of gases in confined spaces, and offer unique insight
into the behavior and transport of gases inside porous carbon-
based materials.

II. COMPUTATIONAL METHODS

A. Carbon slit pore

A single carbon slit pore was modeled to investigate the
Klinkenberg effect and gas slippage. A schematic representa-
tion of the pore model is shown in Figure 1, in which the ori-
gin of the coordinate system lies at the center of the pore. The
two carbon walls are located at the top and bottom xy planes.
The external driving force is a chemical potential or, equiva-
lently, a pressure gradient applied in the x-direction. The sys-
tem is divided into three regions: the h- and l-regions repre-
sent, respectively, the two control volumes (CVs) exposed to
the bulk gas at high (upstream) and low (downstream) chemi-
cal potential or pressure, while the middle region represents
the pore. The pore’s length is nL with n defined as an in-
teger. In our calculations we used n = 1. Periodic bound-
ary conditions were employed only in the y-direction. The
slit pore model has been used in previous related studies in
which gas transport in carbon molecular sieve membranes
was investigated.38–41 Surface roughness was not taken into
account in this initial study and as such the pore’s walls are
assumed to be smooth (structureless).34–37

B. Three-dimensional (3D) carbon-based
pore network

To predict the gas permeabilities using a more realistic
3D carbon-based porous structure, the pore network model
was generated by the Voronoi tessellation of a solid material
composed of hundreds of thousands of atoms, and by des-
ignating a fraction of the Voronoi polyhedra as the pores.
The model allows for the investigation of the effect of the
morphology of the pore space, i.e., its pore size distribution
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FIG. 1. Schematic of the slit pore model used in the simulations. The h and l regions represent the high- and low-pressure control volumes, respectively.

and pore connectivity, on the gas transport of CH4 and CO2

components.42 In this method, described in detail in previ-
ous work,42 we begin with a 3D cell of carbon atoms with a
structure corresponding to graphite so that the number den-
sity of carbon atoms is 114 nm−3 and the spacing between
the adjacent graphite layers in the z direction is 0.335 nm.
The size of the initial graphite cell is 102, 103, and 103 Å in
x, y, and z directions, respectively, and consists of 124,992
carbon atoms. Periodic boundary conditions are applied in all
directions. The graphite cell is then tessellated through the
insertion of a given number of Poisson points at random po-
sitions inside the simulation cell, each of which is used for
constructing a 3D Voronoi polyhedron, such that every point
inside each polyhedron is closer to its own Poisson point than
to any other Poisson point. The pore space is then generated
by fixing its desired porosity and selecting a number of poly-
hedra that may be chosen randomly or by first sorting and
listing the polyhedra in the cell according to their sizes from
smallest to largest (or vice versa), in such a way that their
total volume fraction equals the desired porosity. The polyhe-
dra, so chosen, are then designated as the pores by removing
the carbon atoms comprising them, as well as those that are
connected to only one neighboring carbon atom (the dangling
atoms, i.e., connected to only one other atom). The remaining
carbon atoms constitute the solid matrix, while the pore space
consists of interconnected pores of various shapes and sizes.
The equivalent radius of each polyhedron is taken to be the
radius of a sphere that has the same volume as the polyhe-
dron. The computed pore size distribution (PSD) of the pore
network with the average pore size 20 Å when the porosity
is 20% and the pores are selected randomly is given in the
supplementary material.43

C. DCV-GCMD method

The DCV-GCMD method was employed to investi-
gate the transport properties of gas molecules, which com-
bines the MD moves in the entire system with the grand-
canonical Monte Carlo (GCMC) insertions and deletions of
the molecules in the two CVs. The densities, or the corre-
sponding chemical potentials, of the components in the CVs
were maintained using a sufficient number of GCMC inser-
tions and deletions.19, 21, 23, 34–42 The probability of inserting a

molecule of component i is given by

p+
i = min

{
ZiVc

Ni + 1
exp (−�U/kBT ) , 1

}
, (2)

where Zi = exp (μi/kBT ) /�3
i is the absolute activity at tem-

perature T, �i, and μi are, respectively, the de Broglie wave-
length (�i) and the chemical potential of component i, kB is
the Boltzmann’s constant, �U is the potential energy change
resulting from inserting or removing a molecule, and Vc and
Ni are the volume of the CV and number of atoms of compo-
nent i in each CV, respectively. Similarly, the probability of
deleting a molecule is given by

p−
i = min

{
Ni

ZiVc

exp (−�U/kBT ) , 1

}
. (3)

The chemical potentials were converted to equivalent
pressures using a Lennard-Jones (LJ) equation of state.44

When a molecule is inserted in a CV, it is assigned a thermal
velocity selected from the Maxwell–Boltzmann distribution
at the given T. Typically, 10 GCMC insertions and deletions
in each CV were followed by one MD integration step. In the
MD simulations, the Verlet velocity algorithm was used to
integrate the equations of motion with a dimensionless time
step, �t∗ = 5 × 10−3 (i.e., �t = 0.00685 ps). The equations
of motion were integrated with up to 5 × 106 time steps to en-
sure that steady state has been reached. Steady state was typi-
cally reached in the system after 3 × 106 time steps; however,
the simulation is continued up to 5 × 106 time steps, after
which the properties, such as concentration and velocity pro-
files, fluxes, etc., were calculated and averaged over the last
1 × 106 time steps. During the MD calculations molecules
that crossed the outer boundaries of the CVs were removed.
However, the number of such molecules was very small, typ-
ically about 1% of the total number of molecules deleted dur-
ing the GCMC simulations. To study the transport of a gas
molecule due to an applied pressure gradient, the temperature
of the system was held constant at 25 ◦C to eliminate any con-
tribution of the temperature gradient to the transport; hence,
isokinetic conditions were maintained by rescaling the veloc-
ity independently in all the three directions. In this work the
walls are rigid.
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D. Potential models of the molecules
and carbon walls

The molecules CO2 and CH4 were represented using
LJ potentials and characterized by the effective LJ size and
energy parameters, σ and ε, respectively.45 We used σ CO2

= 3.79 Å, and εCO2/kB = 225.3 K, and σ CH4 = 3.81 Å,
εCH4/kB = 148.1 K.38 For the cross-term LJ parameters, the
Lorentz-Berthelot mixing rules were used to compute the size
and energy parameters of the unlike molecules.46

The gas-gas interactions were modeled with the cut-and-
shifted LJ 6–12 potential with a cut-off distance rc = 9.5 Å
(2.5σ CH4).36, 38–42 As previously mentioned, we utilized
smooth pore walls described by the 10-4-3 Steele potential,

Uiw(z) = 2πρcεiwσ 2
iw�

×
{

2

5

(
σiw

z

)10

−
(

σiw

z

)4

− σ 4
iw

3�(0.61� + z)3

}
,

(4)

which was used to calculate the interaction between a gas
molecule and the wall, where � = 0.335 nm is the space
between the adjacent carbon layers, ρc = 114 nm−3 is the
number density of carbon atoms in the layer, z is the distance
from the wall, and σiw and εiw are the LJ parameters between
the walls and molecule i. The dimensions of the pore used
are W = 76.2 Å (20σ CH4) and L = 152.4 Å (40σ CH4), while
the pore sizes (heights) may vary from micropores with H
= 11.4 (3σ CH4) and 19.0 Å (5σ CH4) to mesopores with
H = 26.7 (7σ CH4), 38.1 (10σ CH4), 57.1 (15σ CH4), 76.2 Å
(20σ CH4), and 100 Å (26.2σ CH4) to assess the effect of the
pore sizes on the transport phenomena.

We computed several quantities of interest, including
the velocity profiles, vx

i (z), of the component i along the z-
direction at the particular value of x and the density profiles
of the component i along the x- and z-directions, ρz

i (x) and
ρx

i (z), respectively. To calculate ρz
i (x), the simulation box in

the x-direction was divided into grids of size 3.81 Å (σ CH4),
and for each MD step the density profiles ρz

i (x) were obtained
by averaging the number of molecules of component i over the
distance 3.81 Å. A similar procedure was used for computing
ρx

i (z) and vx
i (z), with the averaging carried out over small dis-

tances of 0.38, 0.64, 0.89, 1.27, 1.90, 2.54, and 3.33 Å with
corresponding pore sizes of H = 11.4, 19.0, 26.7, 38.1, 57.1,
76.2, and 100 Å, respectively. As discussed next in greater
detail, these quantities are important in understanding the gas
transport properties in nanoconfined pore systems.

In addition, for each component i the flux, Ji, in the direc-
tion of the applied pressure gradient was calculated by mea-
suring the net number of gas molecules crossing a given yz
plane. The permeability, Ki, of component i was then calcu-
lated using

Ki = Ji

�Pi/nL
= nLJi

�Pi

, (5)

where �Pi = xi�P is the partial pressure drop for component
i along the pore, with xi being the mole fraction of component
i, and �P is the total pressure drop imposed along the pore.

E. Viscosity modeling using GCMC and MD methods

To calculate the viscosity using MD, the adsorption
isotherms of CH4 and CO2 in the pore model were calcu-
lated using the conventional GCMC simulations. The average
number densities of CH4 and CO2 molecules obtained from
GCMC simulations were then used as the input for the canon-
ical (NVT) MD simulations to predict the self-diffusion coeffi-
cients of CH4 and CO2 inside the pore network model to cal-
culate the viscosity using molecular simulation as described
below.

In the GCMC simulations the chemical potential, tem-
perature, and pore volume are fixed with periodic boundary
conditions applied in all directions. The initial configuration
was randomly generated with a few number of gas molecules
inside the simulation box. The Metropolis algorithm was used
to create the new configurations by changing the position
of a randomly selected gas molecule and by insertion or re-
moval of gas molecules from the pore network structure.
For each combination of chemical potential and temperature,
4 × 106 configurations were generated. Half of the configu-
rations were used to reach system equilibrium and the other
configurations were divided into 200 intervals to average the
thermodynamic properties.47

In the MD simulations, the Verlet velocity algorithm was
used to integrate the equations of motion with a dimension-
less time step, �t∗ = 5 × 10−3 (i.e., �t = 0.00685 ps). The
periodic boundary conditions were imposed in all directions
with the temperature held at 25 ◦C. The initial configurations
allowed for equilibration up to 1,000,000 time steps and then
another 100,000 steps used to sample and collect the informa-
tion for the velocity autocorrelation function (ACF) equations
and diffusion coefficients.

The self-diffusion coefficients were calculated from the
Green-Kubo relation in three dimensions using

D = 1

3

∫ ∞

0
〈vi (t) .vi(0)〉dt, (6)

where N is the total number of molecules, and vi(t) is the ve-
locity of molecule i at time t. The bracketed quantity repre-
sents the velocity ACF. The viscosity then was estimated from
the Einstein relation using

μ = kBT

3πdD
, (7)

where kB is the Boltzmann’s constant, T is the temperature,
d is the diameter of the gas molecule, and D is the self-
diffusivity estimated from Eq. (6). In what follows, we present
and discuss the results of our simulations. The temperature of
the system was held constant at 25◦C.

III. RESULTS AND DISCUSSION

Non-equilibrium molecular dynamics simulations mod-
eling the transport properties of pure CH4 and CO2 and their
equimolar mixtures were conducted. Figure 2 represents the
time-averaged velocity profiles, vx

i (z), for pure CH4 and CO2

in the yz planes (perpendicular to the direction of the applied
pressure gradient) at 1/4, 1/2, and 3/4 of the pore length. As
Figure 2 shows, the velocity profiles of both CH4 and CO2
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FIG. 2. Velocity profiles vx (z) of pure CH4 (solid curves) and CO2 (dotted curves) in pore’s cross sections at 1/4 (a), 1/2 (b), and 3/4 (c) of the pore length. The
pore size is 11.4 Å and the upstream and downstream pressures are 3 and 1 atm, respectively.

deviate from Navier-Stokes hydrodynamic predictions. The
parabolic profile is replaced with a uniform velocity profile
(plug-flow) along the entire length of the pore, as molecular
streaming becomes the dominant transport mechanism due to
the increased pore-wall effects.14

Also, the velocity profiles of both CH4 and CO2 are non-
zero at the closest layer to the wall. We may then conclude
that the molecule-wall collisions likely influence the velocity
profile and, due to the increased pore-wall effects, molecu-
lar streaming becomes dominant. A thin layer adjacent to the
wall exists where only collisions of gas molecules with the
pore wall occur and gas-gas collisions may be ignored, which
is consistent with the theory of Klinkenberg.17 In addition,
the velocity of CH4 molecules is larger than that of CO2 due
to the enhanced adsorption effect of CO2 on the carbon sur-
face and the resulting higher mobility of CH4 molecules in
the pores. Moreover, as the gas approaches the lower pressure
along the pore the velocity increases, as expected, which is
more noticeable for CH4 molecules than CO2 molecules.

Figure 3 represents the same CH4 and CO2 velocity pro-
files as shown in Figure 2 in an equimolar mixture. All the
qualitative features of the profiles are similar to those shown
in Figure 2, except that the velocity profiles of both compo-
nents in the mixture are equal in the pore. This phenomenon
can be attributed to the fact that the CO2 molecules have a
shielding effect which is stronger for tighter pores, in that,
they reduce the mobility of CH4 molecules, resulting in the
uniform transport of both components in the gas mixture
along the pore.

To better understand the distributions of CH4 and CO2 in
the pore, Figure 4 presents the time-averaged densities, ρx

i (z),
of CH4 and CO2 in an equimolar mixture in the yz planes at

1/4, 1/2, and 3/4 of the pore length. As shown, each com-
ponent in the gas mixture forms only two adsorbed layers
close to the walls, which indicates that most gas molecules
are distributed near the pore walls. Another feature of Figure
3 worth mentioning is that the density of CO2 is higher than
that of CH4, an effect caused by the relative adsorption affini-
ties of the gases for the carbon surface. The energy contri-
bution of CO2-carbon interactions is greater than that of CH4-
carbon interactions, i.e., the carbon atom of the pore surface is
more attractive to CO2 than to CH4 molecules. This is consis-
tent with CO2 having a significant quadrupole moment (i.e.,
13.4 C m2), whereas CH4 is nonpolar.49

Figure 5 presents the time-averaged density profiles,
ρz

i (x) (averaged in the yz planes), of CH4 and CO2 in an
equimolar mixture as functions of x along the pore, defined as
the region, −76.2 < x < 76.2 Å, computed by averaging the
results over the last 1,000,000 time steps. In this and subse-
quent figures, the vertical dashed lines indicate the boundaries
of the pore region. The density profiles are essentially flat in
the two CVs, with numerical values that match those obtained
by the GCMC method at the same conditions, indicating that
the chemical potentials in the two CVs have been properly
maintained during the NEMD simulations. As can be seen in
Figure 5, in the transport region, i.e., −76.2 < x < 76.2 Å, the
densities for both components decrease along the pore, which
is expected. The density of CO2 is larger than that of CH4 due
to the affinity of CO2 for carbon surfaces, as described previ-
ously and in earlier studies.3, 50 However, the density profiles
in the transport region are not linear due to the existence of the
overall bulk pressure gradient (or an overall non-zero stream-
ing velocity). The diffusive and convective fluxes make up the
total flux, which result in a nonlinear profile. These features
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FIG. 3. Velocity profiles vx (z) of CH4 (solid curves) and CO2 (dotted curves) in an equimolar mixture in the pore’s cross sections at 1/4 (a), 1/2 (b), and 3/4
(c) of the pore length. The pore size is 11.4 Å and the upstream and downstream pressures are 3 and 1 atm, respectively.

are clearly seen in Figure 6, where we show snapshots of the
same pore and the distribution of the gas molecules for the
same mixture as in Figure 5, obtained at steady state after 5
× 106 time steps. From this figure it is evident that the den-
sities of both components in the mixtures decrease from left
to right, and the number of the CO2 molecules in the pore is
larger than the number of CH4 molecules.

It is important to determine the pore size depicting the
transition from plug-flow to a parabolic velocity profile so
that accurate transport properties may be incorporated into
larger scale reservoir models. To determine the effect of pore

size on the velocity profiles, the pore size was increased from
micro- to mesopores. Figure 7 shows the time-averaged ve-
locity profiles, vx

i (z), of CH4 and CO2 in an equimolar mix-
ture at the center of the pore under precisely the same con-
ditions as Figure 3, except that the pore sizes investigated in
Figure 7 are 19.0, 26.7, 38.1, and 57.1 Å. The results indicate
that, as the pore size increases, the pore becomes less packed
and as molecular transport through the pore is less hindered,
the gas velocity increases. This is more noticeable for CH4

molecules than CO2 molecules as CH4 is more evenly dis-
tributed throughout the pore. As a result, by increasing the

FIG. 4. Density profiles ρx(z) of CH4 (solid curves) and CO2 (dotted curves) in an equimolar mixture in the pore’s cross sections at 1/4 (a), 1/2 (b), and 3/4 (c)
of the pore length. The pore size is 11.4 Å and the upstream and downstream pressures are 3 and 1 atm, respectively.
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FIG. 5. Time-averaged density profiles ρz(x) of CH4 (solid curve) and CO2
(dotted curve) in an equimolar mixture in the transport direction x. The pore
size is 11.4 Å and the upstream and downstream pressures are 3 and 1 atm,
respectively. Dashed vertical lines indicate the boundaries of the pore region.

pore size the velocity of CH4 molecules becomes larger than
that of CO2, which can be attributed to the higher adsorp-
tion of CO2 on the carbon surface, as described previously,
and the higher mobility of CH4 molecules in the larger pores.
This implies that as pores become larger, the shielding ef-
fects and pore blocking of CH4 molecules caused by CO2

molecules that exists in the smaller pores as described previ-
ously in Figure 3, decreases. Moreover, it seems that as pore
size increases, the velocity profile becomes more parabolic
and classical Navier-Stokes behavior is approached. The ve-
locity profile of CO2 is affected only weakly by the change
in pore size, while the velocity profile of CH4 appears to de-
pend rather strongly on the pore size. These features should
be compared with those encountered with smaller pores when
the gas molecule-wall collisions influence the velocity profile.

Figure 8 shows the time-averaged velocity profiles,vx
i (z),

and density profiles,ρx
i (z), of CH4 and CO2 in an equimolar

mixture in the yz planes at 1/4, 1/2, and 3/4 of the pore length
for a pore size of 76.2 Å. All of the qualitative features of the
profiles are similar to those shown in Figures 7 and 4, except
that in the larger pores the velocity profile is more parabolic
throughout the pore, especially for the CH4 gas molecules.
Also, when pore size is increased, the density profiles of the
two components in the pore are lower. This is due to decreased
adsorption onto the carbon walls in the larger pores, where the
gas molecules form only two adsorbed layers near the pore
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FIG. 6. A snapshot of the pore with the distributions of CH4 (triangles) and
CO2 (circles) in an equimolar mixture, when the pore size is 11.4 Å and the
upstream and downstream pressures are 3 and 1 atm, respectively. Dashed
vertical lines indicate the boundaries of the pore region.

walls, leaving the center of the pore nearly empty. Similar to
Figure 3, the results show that the velocities of both compo-
nents increase as the pressure gradient decreases along the
pore, as described previously.

As the pore size increases to 100 Å [10 nm] parabolic ve-
locity profiles are observed due to the reduced interaction of
gas molecules with the carbon pore surfaces. Figure 9 shows
the time-averaged velocity profiles, vx

i (z), of pure CH4 and
CO2 as well as in an equimolar mixture of the two compo-
nents for a 100 Å pore size when the upstream and down-
stream pressures are 30 and 10 atm, respectively. The time-
averaged velocity profiles of pure CH4 and CO2 as well as
in an equimolar mixture of the two components for a 100 Å
pore size when the upstream and downstream pressures are 3
and 1 atm, respectively, are also given in the supplementary
material.43

Figure 10 shows the time-averaged velocity profiles,
vx

i (z), of CH4 and CO2 in an equimolar mixture in the cen-
ter plane of a micro- and mesopore of 11.4 and 76.2 Å, re-
spectively. The downstream pressure is fixed at 1 atm, while
the upstream pressures are varied between 3 and 11 atm in
order to assess the effect of the applied pressure drop �P on
the transport behavior. In previous studies, it was shown that
the shape of the velocity profile is independent of the applied
pressure gradient.9 Our results are in agreement with this in
that there is no effect on the shape of the velocity profiles
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FIG. 7. Velocity profiles vx (z) of CH4 (solid curves) and CO2 (dotted curves) in an equimolar mixture in the pore cross section at the center of the pore. The
pore sizes are 19.0, 26.7, 38.1, and 57.1 Å from left to right, respectively. The upstream and downstream pressures are 3 and 1 atm, respectively.
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 number  number  number

FIG. 8. Velocity profiles vx (z) (top) and density profiles ρx(z) (bottom) of CH4 (solid curves) and CO2 (dotted curves) in an equimolar mixture in the pore
cross section at 1/4 (a), 1/2 (b), and 3/4 (c) of the pore length. The pore size is 76.2 Å and the upstream and downstream pressures are 3 and 1 atm, respectively.

FIG. 9. Velocity profiles vx (z) of pure CH4 (solid curves) and CO2 (dotted curves) (top) and in an equimolar mixture (bottom) in the pore cross section at 1/4
(a), 1/2 (b), and 3/4 (c) of the pore length. The pore sizes are 100 Å and the upstream and downstream pressures are 30 and 10 atm, respectively.
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FIG. 10. Velocity profiles vx (z) of CH4 (solid curves) and CO2 (dotted curves) in an equimolar mixture in the pore cross section at the center of the pore. The
pore sizes are 11.4 Å (top) and 76.2 Å (bottom). The downstream pressure is 1 atm, while the upstream pressures are 3, 7, 9, and 11 atm from left to right,
respectively.

given a mixture of CH4 and CO2 in a micropore with respect
to an increasing applied pressure gradient along the pore. In
addition, as expected, the velocity of both components in the
mixture increases with increasing overall pressure drop along
the pore, as gas convection also increases. The effect of the
applied pressure gradient on the velocity profiles of pure CH4

and CO2 gases in a micropore was also investigated and the
shape of the velocity profile for both pure CH4 and CO2 gases
also found to be independent of the applied pressure gradient
in micropore.

Figure 11 presents the permeability of both components
in an equimolar mixture for the same pores and conditions, as
shown in Figure 10. As can be seen in this figure the perme-
ability of both components in the mixture is larger in the mi-

cropore than in the mesopore. Also, the permeability of CO2

is larger than CH4 due to the affinity of CO2 for carbon sur-
faces as expected, which lead to have a larger density of CO2

in the pore that can block CH4 molecules from passing and
can be considered as shielding effects to transport.38–41 The
permeabilities of pure CH4 and CO2 for the same conditions
as described in Figure 10 are also shown in Figure 12 with a
pore size of 11.4 Å.

The effect of the pore packing and increasing pressure
on the velocity profiles was also investigated. It was found
that as the upstream and downstream pressures increase, with
a constant pressure drop along the pore, the velocities of
both components decrease due to pore packing and decreased
mobility of the gas molecules. Figure 13 shows the permeabil-
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FIG. 11. The dependence of the permeability of CH4 (triangles) and CO2 (circles) in an equimolar mixture on the pressure drop, �P, applied to a pore of size
11.4 Å (left) and 76.2 Å (right). The downstream pressure is 1 atm.
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FIG. 12. The dependence of the permeability of pure CH4 (triangles) and
CO2 (circles) on the pressure drop, �P, applied to a pore of size 11.4 Å. The
downstream pressure is 1 atm.

ity of both components in an equimolar mixture with a pres-
sure drop of 2 atm and upstream pressures of 3, 5, 7, 9, and
11 atm. Similar to Figure 11, the permeability of both com-
ponents in the mixture is greater in the micro- than the meso-
pore, and the permeability of CO2 is greater than that of CH4.
In addition, by increasing the upstream and downstream pres-
sures but maintaining the same pressure drop along the pore,
the permeability of both components decreases. This effect
is more noticeable in the micropore. This phenomena can
be defined based on the theory of Klinkenberg in that at the
lower pressures the mean free path increases thereby increas-
ing the slippage effect and leading to enhanced gas perme-
ability, while at the higher mean pressures the slippage effect
is suppressed leading to reduced permeability.

Previous studies indicate that in a realistic disordered
porous natural system, the gas transport is dominated

by the geometrical and topological characteristics of the
material.36, 39, 42, 51 As a result, the use of a single carbon
slit pore as used in this work to model the velocity pro-
files and slip boundary conditions, is a grossly inadequate
model to predict gas permeability in real porous natural sys-
tems. A more accurate approach involves the use of a three-
dimensional molecular pore network for modeling gas trans-
port in porous media. To predict the CH4 and CO2 permeabil-
ities using a more realistic 3D carbon-based porous structure,
the 3D pore network model was generated as described ear-
lier. The porosity in the generated 3D pore network is 20%
and the pores are selected randomly, with average pore size
of 20 Å. The number of inserted Poisson points in the simu-
lation cell is 240.

In previous studies it has been shown that the viscosity
of confined fluids is dependent on the structure and pore di-
ameter, which is often different from the viscosity of the bulk
system.52, 53,48 To investigate the effect of varying viscosity on
the transport, the adsorption isotherms of CH4 and CO2 in the
generated pore network structure were calculated using the
conventional GCMC simulations. The average number densi-
ties of gas molecules obtained from GCMC simulations are
then used as the input for the canonical (NVT) MD simula-
tions to predict the self-diffusion coefficients using Einstein
and Green-Kubo relations to calculate the viscosity theoreti-
cally as described previously. The velocity ACF of pure CH4

and CO2 in the pore network model was first simulated and
found that after a short time the velocity ACF declines sharply
and then fluctuates around zero.48, 54 The velocity autocorre-
lation function of pure CH4 and CO2 in the pore network at
20 atm is given in the supplementary material.43

Then, the self-diffusivities of pure CH4 and CO2 in the
pore network model obtained from Eq. (6), exhibiting a higher
self-diffusivity for CH4 than CO2 as expected due to the
higher adsorption affinity of CO2 on the carbon surface of the
pore. The self-diffusivities of pure CH4 and CO2 in the pore
network model are given in the supplementary material.43 The
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FIG. 13. The dependence of the permeability of CH4 (triangles) and CO2 (circles) in an equimolar mixture on the upstream pressure applied to a pore of size
11.4 Å (left) and 76.2 Å (right). The pressure drop applied to the pores is 2 atm.
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at 10 (atm). The average pore size and the porosity of the pore network is 20
Å, and 20%, respectively.

self-diffusivities are then used to calculate the viscosity using
Eq. (7).

Figure 14 represents the dependence of the permeability
of pure CH4 and CO2 on the pressure drop, �P, and inverse
mean pressure applied to the generated pore network model
as described previously. The downstream pressure is fixed at
10 atm, while the upstream pressures are varied. The gas per-
meabilities have been converted using the bulk viscosity and
also modeled viscosities, to convert from generalized perme-
ability units to “nano-Darcy” units which is a common unit
used in petroleum-based fields, and the slippage factor b and
k∞ have been calculated based on Eq. (1) as previously de-
scribed. The results in Figure 14 indicate that the effect of the
viscosity on the CO2 permeabilities is more noticeable than
those of CH4, which results in an increased permeability es-
timate for CO2 when reporting permeability in Darcy units
using modeled viscosity. On the other hand, since CH4 is less
influenced by the pore walls compared with CO2, the use of
the bulk-phase CH4 viscosity is a reasonable assumption.

IV. CONCLUSIONS

The Klinkenberg effect and slip boundary conditions
have been investigated through the molecular simulation of

pure CH4 and CO2 and their equimolar mixtures in slit micro-
and mesopores. The effect of the pore size on the transition
from parabolic to plug-flow velocity profiles was examined.
The simulations indicate that molecule-wall collisions influ-
ence the velocity profile, which deviates significantly from the
Navier-Stokes hydrodynamic prediction, with slip boundary
conditions for micro- and mesopores. In addition, the shape of
the velocity profile is found to be independent of the applied
pressure gradient in micropores. The results in this paper in-
dicate that the velocity profile is uniform for pore sizes less
than 2 nm (micropores) where the transport is mainly due to
molecular streaming and, to a lesser extent, molecular diffu-
sion. As pore sizes increase to 10 nm parabolic velocity pro-
files will be observed due to reduced interactions between the
gas molecules and carbon pore surfaces. The 3D pore network
representing carbon-based porous media has also been gen-
erated atomistically using the Voronoi tessellation method to
determine the effect of the pore structure and modeled viscos-
ity on the permeability and Klinkenberg parameters. To accu-
rately predict the transport properties, it is important to sim-
ulate a realistic physical model of CO2 molecules especially
for systems where the size of the pores is commensurate with
the size of the gas molecules and significant hindrance effects
are observed. The effect of CO2 model, as a flexible molecule,
will be investigated in the future work. In addition, more com-
plex molecular models of graphite structures containing local
charge and defect sites within the pores, in addition to the in-
clusion of chemical functional groups inside the cavities to
generate a more realistic model of natural systems of interest,
such as coal and gas shales, will be considered in the future
work as well. These results will potentially have important
implications on CO2 transport in carbon-based materials and
geologic formations, such as unmineable coal seams or gas
shale with enhanced methane recovery, and may provide an
understanding of the limitations of the use of bulk-phase fluid
viscosities to model transport properties for nanoconfined
fluids.
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