
VISITING STUDENTS: Make sure you are familiar with the topics covered in the prerequisite(s) listed for a course, either from having taken a 
similar course at another college or university or from having previous background knowledge. The department trusts that students will place 
themselves accurately when enrolling in courses—no documentation of having met the listed prerequisite(s) is needed in order to enroll in Axess.

ELECTRICAL ENGINEERING Prerequisites

Prerequisite Course Prerequisite Course Description

CME 102/ENGR 155A:  
Ordinary Differential 
Equations for 
Engineers

Analytical and numerical methods for solving ordinary differential equations arising in engineering 
applications: Solution of  initial and boundary value problems, series solutions, Laplace transforms, and 
non-linear equations; numerical methods for solving ordinary differential equations, accuracy of  numerical 
methods, linear stability theory, finite differences. Introduction to MATLAB programming as a basic tool kit 
for computations. Problems from various engineering fields.

CS 106A: 
Programming 
Methodology

Introduction to the engineering of  computer applications emphasizing modern software engineering 
principles: object-oriented design, decomposition, encapsulation, abstraction, and testing. Uses the Java 
programming language. Emphasis is on good programming style and the built-in facilities of  the Java 
language. No prior programming experience required.

CS 106B: 
Programming 
Abstractions

Abstraction and its relation to programming. Software engineering principles of  data abstraction and 
modularity. Object-oriented programming, fundamental data structures (such as stacks, queues, sets) and 
data-directed design. Recursion and recursive data structures (linked lists, trees, graphs). Introduction to 
time and space complexity analysis. Uses the programming language C++ covering its basic facilities.

EE 102A:  
Signal Processing and 
Linear Systems I

Concepts and mathematical tools in continuous-time signal processing and linear systems analysis, 
illustrated with examples from signal processing, communications, and control. Mathematical representation 
of  signals and systems. Linearity and time-invariance. System impulse and step response. Frequency 
domain representations: Fourier series and Fourier transforms. Filtering and signal distortion. Time/
frequency sampling and interpolation. Continuous-discrete time signal conversion and quantization.Stability 
and causality in linear systems. Laplace transforms and Bode plots. Feedback and control system design. 
Examples from filter design and linear control.

EE 102B:  
Signal Processing and 
Linear Systems II

Concepts and mathematical tools in discrete-time signal processing and linear systems analysis with 
examples from digital signal processing, communications, and control. Discrete-time signal models. 
Continuous-discrete-continuous signal conversion. Discrete-time impulse and step response. Frequency 
domain representations: Fourier series and transforms. Connection between continuous and discrete 
time frequency representations. Discrete Fourier transform (DFT) and fast Fourier transform (FFT). Digital 
filter and signal processing examples. Discrete-time and hybrid linear systems. Stability and causality. 
Z transforms and their connection to Laplace transforms. Frequency response of  discrete-time systems. 
Discrete-time control. 
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Prerequisite Course Prerequisite Course Description

EE 116: 
Semiconductor Device 
Physics

The fundamental operation of  semiconductor devices and overview of  applications. The physical principles 
of  semiconductors, both silicon and compound materials; operating principles and device equations for 
junction devices (diodes, bipolar transistor, photo-detectors). Introduction to quantum effects and band 
theory of  solids.

EE 178/278A: 
Probablistic Systems 
Analysis

Introduction to probability and statistics and their role in modeling and analyzing real world phenomena. 
Events, sample space, and probability. Discrete random variables, probability mass functions, independence 
and conditional probability, expectation and conditional expectation. Continuous random variables, 
probability density functions, independence and expectation, derived densities. Transforms, moments, sums 
of  independent random variables. Simple random processes. Limit theorems. Introduction to statistics: 
significance, estimation and detection.

EE 261:  
The Fourier Transform 
and Its Applications

The Fourier transform as a tool for solving physical problems. Fourier series, the Fourier transform 
of  continuous and discrete signals and its properties. The Dirac delta, distributions, and generalized 
transforms. Convolutions and correlations and applications; probability distributions, sampling theory, filters, 
and analysis of  linear systems. The discrete Fourier transform and the FFT algorithm. Multidimensional 
Fourier transform and use in imaging. Further applications to optics, crystallography. Emphasis is on relating 
the theoretical principles to solving practical engineering and science problems.

EE 263:  
Introduction to Linear 
Dynamical Systems

Applied linear algebra and linear dynamical systems with application to circuits, signal processing, 
communications, and control systems. Topics: least-squares approximations of  over-determined equations 
and least-norm solutions of  underdetermined equations. Symmetric matrices, matrix norm, and singular 
value decomposition. Eigenvalues, left and right eigenvectors, with dynamical interpretation. Matrix 
exponential, stability, and asymptotic behavior. Multi-input/multi-output systems, impulse and step matrices; 
convolution and transfer matrix descriptions. Control, reachability, and state transfer; observability and least-
squares state estimation.

EE 278B:  
Introduction to 
Statistical Signal 
Processing

Review of  basic probability and random variables. Random vectors and processes; convergence and limit 
theorems; IID, independent increment, Markov, and Gaussian random processes; stationary random 
processes; autocorrelation and power spectral density; mean square error estimation, detection, and linear 
estimation.

MATH 53:  
Ordinary Differential 
Equations with Linear 
Algebra

Ordinary differential equations and initial value problems, systems of  linear differential equations with 
constant coefficients, applications of  second-order equations to oscillations, matrix exponentials, Laplace 
transforms, stability of  non-linear systems and phase plane analysis, numerical methods. 


