
OPINION

Opinion: Sex inclusion in basic research
drives discovery
Sabra L. Kleina,1, Londa Schiebingerb,1, Marcia L. Stefanickc, Larry Cahilld,
Jayne Danskae, Geert J. de Vriesf, Melina R. Kibbeg, Margaret M. McCarthyh,
Jeffrey S. Mogili, Teresa K. Woodruffg, and Irving Zuckerj
aMolecular Microbiology and Immunology, The Johns Hopkins Bloomberg School of Public
Health, Baltimore, MD 21205; bHistory of Science, and cSchool of Medicine, Stanford
University, Stanford, CA 94305; dNeurobiology and Behavior, University of California, Irvine,
Irvine, CA 92697; eHospital for Sick Children, University of Toronto, Genetics & Genome
Biology, Toronto, ON, Canada M5G 1X8; fNeuroscience Institute, Georgia State University,
Atlanta, GA 30302; gWomen’s Health Research Institute, Northwestern University Feinberg
School of Medicine, Chicago, IL 60611; hDepartment of Pharmacology, University of
Maryland School of Medicine, Baltimore, MD 21201; iPsychology and Alan Edwards Centre
for Research on Pain, McGill University, Montreal QC, Canada H3A 1B1; and jPsychology
and Integrative Biology, University of California, Berkeley, CA 94720

Much of our understanding of disease pro-
cesses and treatments begins with preclinical
studies that use nonhuman animals and cell
cultures. Such studies are integral to bio-
medical research and the development pipe-
line for drugs, devices, and biologics. Most
preclinical biomedical research, however, has
been conducted with inadequate consider-
ation of sex (1–3).
Why is sex so important? Sex represents

one of the most evolutionarily well-conserved
differences in biology; yet, it is one of the most
underappreciated differences in biomedical
research. During this era of “personalized
medicine,” sex is a fundamental variable that
can be used to disaggregate data and explain
heterogeneous disease outcomes. Although
many factors can influence an outcome, sex

is evolutionarily fundamental and affects the
whole of the population.
Across diverse disciplines, researchers

risk drawing erroneous conclusions when
they extrapolate outcome data from one
sex to another. Male sex bias is most
extreme in pharmacology and neuroscience,
whereas female sex bias is most pervasive in
immunology (4).
To remedy this situation, the National

Institutes of Health (NIH) announced pol-
icies in May 2014 that “require applicants to
report their plans for the balance of male
and female cells and animals in preclinical
studies in all future applications, unless sex-
specific inclusion is unwarranted, based on
rigorously defined exceptions” (5, 6). We
suggest that other biomedical funders and
institutions follow suit. Here we show why

such changes are crucial, and why research-
ers should not only include male and female
animals in biomedical research, but also an-
alyze sex and gender in preclinical research.
Including both sexes at the less expensive

preclinical end of the science pipeline will save
money and time compared with assessing sex
differences during the more costly clinical trial
phase. It also avoids an even more expensive
and dangerous scenario: companies being
forced to remove drugs from the market due
to adverse events in one sex.
Numerous objections have been made

about the inclusion of females in preclinical
research. Some maintain that requiring
study of both sexes would result in un-
necessary duplication and slow progress
due to added workloads (7). Others argue
that the reproductive cycle renders females
(rodents and other mammals) intrinsically
more variable than males, which prejudices
investigators against female models (8).
However, a meta-analysis comparison of

male and female mice, with no regard to
estrous cycle stage, established that variability
on most traits was equivalent in females and
males (9). In fact, for most end points, it is
unnecessary to stage the estrous cycle. If and
when evidence shows that reproductive hor-
mones affect specific traits in humans or an-
imal models, researchers should incorporate
female reproductive phases in study design.
Regardless, hormonal variability does not
justify exclusion of females.
Inclusion of sex as a research variable will

promote discovery of disease mechanisms
and has the potential to save lives. Inattention
to sex as a variable in preclinical research
could present real risks to women, for
example. About 80% of rodent drug studies
are conducted only on males (10), and 8 of
10 drugs withdrawn from the US market
from 1997 to 2000 posed greater health
risks for women than for men (11). Just
as the US Food and Drug Administration

Fig. 1. The rodent life cycle exhibits a complex interdependency of sex and gender. Modified with permission from ref. 21.
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(FDA) recognized the need to lower the
recommended dosage for zolpidem-con-
taining medications in women compared
with men (12), many other drugs may
require reconsideration of unisex dosing.
Even if analyzing sex as a variable in

preclinical research costs more money in
a subset of studies in individual laboratories,
it won’t cost more in the majority of studies.
And it will likely save money in the long run
by minimizing the failure of drug candidates
and other therapeutic approaches. In addi-
tion to animal studies that can obviously be
conducted in one sex (e.g., prostate cancer in
males and models of most breast cancers in
females), if an effect of sex has been ruled out
through rigorous experimentation, data from
females and males can be combined without
increasing overall sample size or cost. If,
however, a substantial sex effect is detected,
sample sizes should be increased to gener-
ate sufficient power for statistical analysis
to ensure that findings apply equally to,
or differ substantially between, the sexes.
To address the cost concerns, the NIH
has launched a program of administrative
supplements for research on sex/gender
differences (PA-15-034).
It is impossible, in absolute terms, to prove

no sex difference. This is why we rely on
statistics to quantify the strength of a dif-
ference between the sexes. Confidence about
the strength of a sex difference will come
from the effect size (often called Cohen’s d).
For instance, if males and females differ sig-
nificantly with respect to a given end point,
but the effect size is small (<0.2), the differ-
ence may not be worth pursuing. Conversely,
if males and females differ modestly for
a specific outcome, but the effect size is
large (>0.5), indicating a high reliability
(i.e., low variance), sex should be consid-
ered as a contingent variable. By report-
ing effect sizes and P values for outcomes,
the significance of a sex difference may be
critically evaluated and neither over- nor
underinterpreted.
Finding no sex difference is as important as

confirming one; such null hypotheses should
be reported in peer-reviewed journals, noting
that clear evidence of sex parity requires
avoidance of accepting a false negative (type
I error) and not concluding a false positive
(type II error). However, detecting no differ-
ences in an outcome measure does not give
an investigator license to use only one sex in
follow-up research. Sex is a complex vari-
able, and the underlying mechanisms of an
outcome measure may differ between the
sexes (i.e., different means to the same end
point) (13). Excluding one sex may obscure
discoveries pertinent to the etiology and

treatment of disease. In the presence and
even in the absence of robust or measurable
differences between males and females,
we propose inclusion of both sexes in all
experiments.
The sex of primary cells may also explain

variability in responses to experimental per-
turbation and be of clinical importance. For
example, skeletal muscle stem cells derived
from females regenerated new tissue faster
than did those from males (14), and athero-
protective capabilities of bone marrow
mononuclear cells in atherosclerotic apoli-
poprotein-E KO males have only been ob-
served when female cells were used (15).
Thus, the sex of primary cells should be
considered when designing experiments.
[Note, however, that this may not be a
factor in experiments using immortalized cell
lines, which may have become chromoso-
mally unstable, rendering it impossible to
determine their original sex (16).]
Gender, by contrast to sex, is a constella-

tion of socio-cultural processes that interact
with and influence biology (see Fig. 1). In
humans, gender refers to cultural attitudes
that shape “feminine” and “masculine” be-
haviors that are learned and vary by culture,
historical era, and ethnicity (17, 18). In ani-
mal research, “gender” refers to investigators’
differing attitudes toward and handling of
male or female animals. Housing male and
female mice in groups rather than singly, for
example, increases variability in many traits
(9). Gender may also refer to differing in-
teractions between male and female inves-
tigators and animals.
Exposure of mice and rats to male com-

pared with female investigators, for in-

stance, has been associated with stress and
pain inhibition (19). Further, domestica-
tion may have impacted females more than
males and erased many behavioral traits of
ancestral wild female mice (20). Cultural atti-
tudes toward males and females with ensu-
ing differences in treatment of male and
female subjects in addition to biological fac-
tors may play a primary role in these cases.
The new NIH policy to integrate the

biological variable of sex into preclinical
research has the potential to transform
science and medicine by increasing the likeli-
hood and pace of new discoveries, dimin-
ishing errors of extrapolation between
sexes, and mitigating adverse events in the
drug, devices, and biologics development
pipeline. Such policies will help create a
more robust research pipeline. The NIH
Center for Scientific Review study section
members should monitor these issues, as
should journal editors during the review
process. Along these lines, we support de-
velopment of training modules to raise aware-
ness of the importance of sex as a biological
variable by funding agencies and publish-
ers in an effort to educate clinicians and
the scientific community. Ultimately, sex
inclusion will increase the pace and quality
of the science needed to diagnose, treat,
and cure disease.
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